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1. PeBontouuun Al

L

o] Q%Y

PeBontoLuun, NponucxoasLLme Ha NoBEPXHOCTU XU3HM,
HUYEero CyL,ecTBEHHOrO HAKOrla He MEHSIIOT U He
OTKPbIBAOT, OHW NNLLIb... NO-HOBOMY NepecTaBnsAoT
BCE Te Xe 3/IEMEHTbI U ABMAIOT cTapble 06pa3bl B
HOBbIX ofefAHuAX. PeBonouunsa Bcerga ectb B
3HauYUTENIbHOWM CTENEHN MacKapaj, 1 ecnin copBaTb
MacKWM, TO MOXXHO BCTPETUTb CTapble, 3HaKOMbIe NunLa.
HoBble aywin poxaatoTcs No3xe, nocne rnyb6okoro
nepepoXXJeHNs U OCMbICIMBaAHUA OMNbiTa PEBOFOLIUN.

Hukonan bepgses. [yxu pycckou peBoroLynmn



Al timelines

O6bIYHbIN

Al timeline

NCTOYHUK

/A.l. TIMELINE

-

195

TU 3 3T
Computer scientist
Alan Turing proposes a
test for machine
intelligence. If a
machine can trick
humans into thinking it
is human, then it has
intelligence

1955

Term ‘artificial
intelligence’ is coined
by computer scientist,
John McCarthy to
describe “the science
and engineering of
making intelligent
machines”

First industrial robot,
Unimate, goes to work
at GM replacing
humans on the
assembly line

Pioneering chatbot
developed by Joseph
Weizenbaum at MIT
holds conversations
with humans

The ‘first electronic
person’ from Stanford,
Shakey is a general-
purpose mobile robot
that reasons about

its own actions

KWUN-2025

A.l.
WINTER

Many false starts and
dead-ends leave A.l. out
in the cold

Deep Blue, a chess-
playing computer from
IBM defeats world chess
champion Garry
Kasparov

introduces KISmet, an
emotionally intelligent
robot insofar as it

detects and responds
to people’s feelings

1999

AIBO

Sony launches first
consumer robot pet dog
AiBO (Al robot) with
skills and personality
that develop over time

2002

ROOMBA
First mass produced
autonomous robotic

vacuum cleaner from

2011

Apple integrates Siri,
an intelligent virtual
assistant with a voice

iRobot learns to navigate interface, into the

and clean homes

iPhone 4S

answering computer
Watson wins first place
on popular $1M prize
television quiz show
Jeopardy

EU NE

Eugene Goostman, a
chatbot passes the
Turing Test with a third
of judges believing
Eugene is human

2014

ALEXA

Amazon launches Alexa,
an intelligent virtual
assistant with a voice
interface that completes
shopping tasks

2016
TAY
Microsoft's chatbot Tay
goes rogue on social
media making
inflammatory and
offensive racist
comments

Google's A.l. AlphaGo
beats world champion
Ke Jie in the complex
board game of Go,
notable for its vast

number (2179) of
possible positions


https://digitalwellbeing.org/artificial-intelligence-timeline-infographic-from-eliza-to-tay-and-beyond/
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‘_fq { -0 AlphaGo |

2014 2014 2016 2017

gies Siri, IBM’s question Eugene Goostman, a Amazon launches Alexa, Microsoft's chatbotTay ~ Google’s A.l. AlphaGo
pintelligent virtual answering computer chatbot passes the an intelligent virtual goes rogue on social
om assistant with a voice Watson wins first place  Turing Test with a third ~ assistant with a voice media making
Priearns to navigate interface, into the on popular $1M prize of judges believing interface that completes inflammatory and
and clean homes iPhone 4S television quiz show Eugene is human shopping tasks
Jeopardy

beats world champion
Ke Jie in the complex
board game of Go,
offensive racist notable for its vast
comments number (2179) of

possible positions


https://digitalwellbeing.org/artificial-intelligence-timeline-infographic-from-eliza-to-tay-and-beyond/
https://arxiv.org/abs/2503.23674v1
https://arxiv.org/abs/2503.23674v1
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https://medium.com/@lmpo/a-brief-history-of-ai-with-deep-learning-26f7948bc87b

PeBontounsi rnybokoro obyyeHus

NOLG166I6

G

Y YY) (
QOO OOAJA

e B 2006-2007 rogax npousoluna pesontoums rnybokoro obyyeHus (deep
learning), Hayanacb TPeTbs BOJIHA XalNa HEMPOHHbIX CEeTeN

e PeBonouns 6bina He TONbKO NAENHON, HO N TEXHUYECKON: Tenepb ecTb
JaHHble N BblYUCIUTENIbHbIE MOLLHOCTU

e Cenvac rnybokue HEMpOHHbIe CETU AatoT ydllme
pe3ynbTaTbl NOYTU BO BCex obnactax ML




KcTtatun, o [xxeddpn XMHTOHE

S ) 2 PRESS RELEASE

e \ 8 October 2024

The Nobel Prize in Physics 2024

The Royal Swedish Academy of Sciences has decided to award the Nobel Prize in Physics 2024 to

John J. Hopfield Geoffrey E. Hinton

Princeton University, NJ, USA University of Toronto, Canada

“for foundational discoveries and inventions that enable machine learning
with artificial neural networks”

They trained artificial neural networks using physics



PeBontoyns TpaHchopmMmepoB

NSFORM
e TpaHchopmep — 3TO MOJle/Ib HA OCHOBE MexaHu3ma TRAVGLTIon R

BHUMaHus (self-attention) AATLE!%H?J?EE

e [lepBbIit TpaHcdhopmep (Vaswani et al., 2017)
nmen
enCOder- OUTPU V‘I am a student ”
decoder f
~ )
apXuUTeKTypy

ENCODERS » DECODERS
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https://arxiv.org/abs/1706.03762
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BERT n GPT
lovely temperate shake
e Korpa ! ! !
NMNoABUJINCD Classification head Classification head

wowcdopueps, | [ {1 [

OKasaocb, YTo
KOAMPOBLLMK U

[leKOAMPOBLIMK | (
MOTYT BbiTb Pttt P

O4YeHb MNMoJsie3Hbl

BERT GPT
Transformer encoder) (Transformer decoder)

Thou art more <MSK> and more <MSK> Rough winds do
nno (a) BERT: masked language modeling (b) GPT: language modeling
OoTAEIbHOCTW:
CEMENCTBA e U3 GPT nonyunnuco s3biKoBble
BERT n GPT

MOJeEeJIN; YTO 3TO TaKoe?..
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KUN-2025
OT GPT K ChatGPT

Step 1 Step 2 Step 3
Ch _tG PT Collect demonstration data, Collect comparison data, Optimize a policy against
® a and train a supervised policy. and train a reward model. the reward model using
HauyuMHaeTCcqd C reinforcement learning.
G PT‘3, KOTOpaFI A promptis A prompt and A new prompt ™
sampled from our i thn o several model E bl oo is sampled from Writo:a story
yLI l/ITCﬂ Ton b KO prompt dataset. landing to a 6 year old outputs are landing to a 6 year old the dataset. about frogs
sampled.
npeackasbiBaTb ' F o o A Y
TO Ke H bl A labeler il e The p0|ICV PPO
0. _9
demonstrates the @ . 9 1. IQ § generates e AW -
desired output atelitoof. tha moon. an output. \.\53{/

. Vi \ J
. 3aTeM - behawor. Some people went *
f . i thrmoons Alabeler ranks
Ine tunlng qepe\?’ * the OUtpUtS from @ Once upon a time...
RLHF This data is used best to worst. ;

. to fine-tune GPT-3 /'::7{\ 0-0-0-0 The reward model RVM
(reinforcement i supervised F | caloulates:a o
| H f learning. , ; reward for NS
earni ng rom P4 This data is used B the output LI
EIEIE to train our S5 '
human feed baCk) reward model. a7 The reward is *
0-0-0-0 used to update le -

the policy




Passutune Al B anoxy LLM

e |1BoTAI
timeline
BECHbI
2023
rona

o WcrTex
nop He
TO
YTOObI
3amep-
naercs...

15 mapra 13 anpens
L Visual ChatGPT Bedrock
Alpaca (Microsoft) (06nauHblit cepeic AWS)
(Stanford)
14 mapta 23 mapTa 13 anpens 12 masn
Google Plugins for ControlNet 1.1 KoHTtekct 100K
obbsBnseT ChatGPT (OpenAl) (open source) TokeHoB ans Claude
MHT?,I;/paEMIO LLM (Antropic)
1 B Workspace
tepans P 16 mapTta 30 mapTa 29 anpens
ChatGPT . 18 mas
(OpenAl) Microsoft AutoGPT Code Interpreter
obbsBnser ons ChatGPT Drag Your GAN
Copilot 365 (OpenAl)

10 masn 23 man

24 cpeBpans

LLaMA
(Meta)

21 mapta

Bard v mHoroe
apyroe (Google)

Photoshop

Picasso Generative Fill

(obnayHbIn
cepauc NVIDIA)

9 anpens

AgentGPT
(open source)

14 mapta

Claude
(Antropic)

(Adobe)

19 anpens

7 cbeBpans

Scaling Transformer 13 man
Binl\% | Sydney 14 mapTa 15 mapta to 1M tokens 5 ”
i ) octyn B WHTepHeT
(Microsoft) GPT4 MidJourney-V5 BloombergGPT 215 GhatGPT (Gpanl)
(OpenAl) (Midjourney)
B @OpenAI C] B8 Microsoft D [pyrve KomnaHum
[ OMeta Google [ weenenosarens



Hanpumep, B Havane 2025 roga

22 aHBaps: DeepSeek-R1 23 NHRARA 2 cpeepana 2&deapans
- Operator Deep Research Claude 3.7
31 auBaps: s1 (Mueninghoff et (Openal (OpenAl) (Antropic)
aI., 2025) 27 pekabps [ 31 9Heapn ] 19 heepans
DeepSeek-V3 s1 (328 3a $50) G |
2 despans: OpenAl Deep (DeepSesk) (Mueninghoff et al. Co-Scientist

Research
17 peBpansa: Grok 3

19 deBpans: Google
Co-Scientist Ha ocHoBe Gemini oo

20 siuBaps 17 cpeBpans

DeepSeek-R1
(DeepSeek)

Grok 3
(XAl)

27 cpeBpans
GPT-4.5

2.0 (11_nekabps 2024) sfiolres Srp— — o —— (OpenAl)
24 despans: Claude 3.7 Sonnet ol 2 odminithighl | |EEHEE

(hybrid reasoning Claude)

27 pepans: GPT-4.5 (] ®openAl [ ] ANTHROP\C [ | Apyrve commanmn

D WUccnepoBaTtenun

B QY deepseek Google



https://arxiv.org/abs/2501.12948
https://arxiv.org/abs/2501.19393
https://arxiv.org/abs/2501.19393
https://openai.com/index/introducing-deep-research/
https://openai.com/index/introducing-deep-research/
https://x.ai/blog/grok-3
https://research.google/blog/accelerating-scientific-breakthroughs-with-an-ai-co-scientist/
https://research.google/blog/accelerating-scientific-breakthroughs-with-an-ai-co-scientist/
https://blog.google/technology/google-deepmind/google-gemini-ai-update-december-2024/#ceo-message
https://www.anthropic.com/news/claude-3-7-sonnet
https://openai.com/index/introducing-gpt-4-5/

AGI? CuHrynapHocTb?

e 3HA4uUT NN 3TO, 4YTO co3aaHue AGI
y>Ke 6/1M3K0?

e W ecnu AGI Ha nopore, 4To 3TO
3HaA4YUT Ans YyenoseyecTtBa?

e [IpMBedET N1 3aTO K TON CaMOWU
TEXHOJIOMMYECKON CUHIYNAPHOCTU?

e 3T0 BONpocChl 6e3 OTBETOB, XOTA
JTFOAUN NbITAKOTCA MPOrHO3MPOBAaTh
(Al 2027)

e CerogHsa — 0 KOHKpPETHOW 06/1acTy,
B KOTOPOM MHOIO MHTEPECHOTO...



https://ai-2027.com/

2. A3bIKOBble MOoaenu

A yBfieKaroT MEHSI TaKnUe KHNXKMK, YTO KaK nx
AouynTaellb A0 KOHLa — TaK cpasy nogymaellb:
XOPOLLIO 6bl, €CNK 6bl 3TOT NUcaTeNb CTan TBOUM
NYYLWMM APYrOM U YTO6 C HUM MOXXHO 6bIN10
NOroBOpUTbL NO TenedoHy, Koraa 3axoyeTcs.

Lbkepom [asug ConnHaxep




Kak YCTPOEHDbI A3blKOBbI€ MO EJIN

To ecTb AA3blKOBasi MOAEeNb A0JIKHA “npoynTaTth’
y4aCTOK TEKCTaQ, a 3aTeM Mo pesynbraTy YTeHus

Knaccu@uumpoBaTb CneaytoLLnin TOKeH

Shall | compare theetoa ... =———>

Shall | compare thee to a summer's... =»

fiabikoBas mogenb (language model) — 3710 BMA
NOCTaHOBKW 3a4a4n: aBTOPErpecCMBHO NOPOXAaTb |
cnenyrowmm TOKEH Ha OCHOBE YK€ MOPOXLEHHbIX [
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LM un TecT TbtopuHra

e [loyeMy TecT TbropuHra 6bls1 HACTOJIbKO YCrMeLwHbIM?
[loTOMY 4YTO Ha eCTeCTBEHHOM fA3blKe MOXXHO NMOrOBOPUTb
0 YEM YrofiHO

LLMs generate one token ot a time; here
the added token is "is"

: J/

e AHaNorn4yHo,

3
RabIKOBaS peamy
MOJesib, YTOObI

BCE Nnyylue fmﬁ“i’iﬂ fro%”i‘iﬁI from LM
npeackasbiBaTb

cneayroLwmm LLM LLM

TOKEH, AO/HKHa
yMeTb pellaTtb
BCE bonee
CJTIOXHble
3ajaun...

Input to
LLM

1
The capital of
/' Germany

The input prompet
provided to the LLM

Input to Input to
LLM LLM

)

The generated output is then passed to the [ sebastian Raschka
LLM as input to generate the next token




LM un TecT TbtopuHra

I'queMy TeCcT TbI-OpMHI'a 6bl/1 HACTOJIbKO yCrnewHp

0 YEM YrofiHO

LLMs generate one token at a ti
the added token is “is"

AHanorn4yHo,
f13blKOBas
MOJesib, YTOObI
BCE nyJlle
npenckasbliBaTk
cneayroLwmm
TOKEH, A0JKHA
YMeTb peLuaTtb
BCE bonee
C/TOXKHble
3ajaumn...

The generated output is then passed to the
LLM as input to generate the next token

Input to
LLM

aaaaaaaaaaaaaaaa




O6yyeHue ¢ noaKpenseHnem

KWKN-2025

e (O6y4yeHune c noakpenneHneMm (reinforcement learning, RL) — ato pasgen ML, B
KOTOPOM areHT “>XMBET" B OKpYXXatloLLlen cpefe u cobupaet gaTtacet ans

06y4YeHuMa No xody aena

e [1ns 9TOro HY>XKHO CYMETb peann3oBaThb OKPY)KaloLLyo cpeay, KoTopas byaeT
[aBaTb Harpajy; HanpuMep, peaysbTaT NapTuuM B LAaXMaTbl UM KOPPEKTHOCTb

AJOKa3aTeJ/IbCTBa B MaTeMaTukKe

\ i ~ [
Agent Action a ~ rt(als) 3

learning rrfrom .
experience tuples | Reward r, state s' Environment

s, arns' e
( ) 4 &

Agent

Actor it

\

Action a ~ rr(als)

>
>

Critic V(s)

‘Reward r, state &'

Environment

J

Generic policy gradient algorithm

Actor-critic algorithm

\&
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OT GPT K ChatGPT

Step 1 Step 2 Step 3
Ch _tG PT Collect demonstration data, Collect comparison data, Optimize a policy against
® a and train a supervised policy. and train a reward model. the reward model using
HauyuMHaeTCcqd C reinforcement learning.
G PT‘3, KOTOpaFI A promptis A prompt and A new prompt ™
sampled from our i thn o several model E bl oo is sampled from Writo:a story
yLI l/ITCﬂ Ton b KO prompt dataset. landing to a 6 year old outputs are landing to a 6 year old the dataset. about frogs
sampled.
npeackasbiBaTb ' F o o A Y
TO Ke H bl A labeler il e The p0|ICV PPO
0. _9
demonstrates the @ . 9 1. IQ § generates e AW -
desired output atelitoof. tha moon. an output. \.\53{/

. Vi \ J
. 3aTeM - behawor. Some people went *
f . i thrmoons Alabeler ranks
Ine tunlng qepe\?’ * the OUtpUtS from @ Once upon a time...
RLHF This data is used best to worst. ;

. to fine-tune GPT-3 /'::7{\ 0-0-0-0 The reward model RVM
(reinforcement i supervised F | caloulates:a o
| H f learning. , ; reward for NS
earni ng rom P4 This data is used B the output LI
EIEIE to train our S5 '
human feed baCk) reward model. a7 The reward is *
0-0-0-0 used to update le -

the policy




RLHF

e 0O6uas cxema (Stiennon et al., 2020)

© Collect human feedback

A Reddit post is
sampled from
the Reddit
TL;DR dataset.

Various policies
are used to
sample a set of
summaries.

Two summaries
are selected for
evaluation.

A human judges
which is a better
summary of the
post.

l l

= =

n_l;
v

\)

% is better than k”

© Train reward model

One post with
two summaries
judged by a
human are fed
to the reward
model.

The reward
model
calculates a
reward r for
each summary.

The loss is
calculated based
on the rewards
and human label,
and is used to
update the
reward model.

-

)]

—

# %
" !

f

J

L

loss = log(of(r - r,))

T

% is better than k”

r
r~

KWKN-2025

© Train policy with PPO

A new post is
sampled from the
dataset.

The policy 1
generates a
summary for the
post.

The reward
model calculates
a reward for the
summary.

The reward is
used to update
the policy via
PPO.

N

(@l

2

=

2

&

\)

r

r~

.

.
3

m

'


https://proceedings.neurips.cc/paper_files/paper/2020/file/1f89885d556929e98d3ef9b86448f951-Paper.pdf

RLHF

Step 1

e 0O6wasn cxema (Ouyang et al., 2022)

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This datais used
to fine-tune GPT-3
with supervised
learning.

Explain the moon
landing to a 6 year old

|
\/

(e}

2

Some people went
to the moon...

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This datais used
to train our
reward model.

Explain the moon
landing to a 6 year old

0 o

Explain gravity.. Explain war.

[C] (0]

Moon is natural People went to

satellite of... the moon...

Step 3

KWKN-2025

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

™

Write a story
about frogs



https://proceedings.neurips.cc/paper_files/paper/2022/file/b1efde53be364a73914f58805a001731-Paper-Conference.pdf

e 0O6wasn cxema (Ouyang et al., 2022) m
RLH F Step 1 Step 2

Collect demonstration data, Collect comparison ds
and train a supervised policy. and train a rewarg

Step 3

Optimize a policy against

e reward model using
forcement learning.

A promptis prompt ™
sampled from our i ed from Wit acibry
prompt dataset. landing to a 6 year o ¥ abeut froge
|
Y
A labeler .ppo.
demonstrates o/)?o&o )
desired o an output. Y
behavio |
Y

This data is +
to fine-tune G The reward model -
with supervise\ calculj';es a ./}?:&.
learning. . . reward for N7
This data is used R the output. LI
to train our
./)?.SK\. *
reward model. N The reward is
.
0-0-0-0 used to update Fe

the policy
] oo



https://proceedings.neurips.cc/paper_files/paper/2022/file/b1efde53be364a73914f58805a001731-Paper-Conference.pdf

KNN-2025
LORA v gpyrue agantepbl

e [Ipyrou noaxog K fine-tuning — no6aBUTb ManeHbKKiA Kycodek (aganTtep) K
60nbLION MOAENN N 0BYUUTb TONbKO €ro; 3ToO MOXET O6bITb NapaniensHas
MaJsieHbKasa HenpoceTb ¢ residual connection, HO YacTo Takue aganTepsbl
OCHOBaHbl Ha HU3KOpaHroBbIx NpuénmkeHusax (LoRA — Low-Rank Adaptation)

X ~ UV, wherelU € RV v e ROM for k < N, M.

M
X = NU X V k




LORA v gpyrue agantepbl

KWKN-2025

MoXKeT 6bITb
MHOIO
aganTepoB
ANst OAHOW
Moaenu,
XPaHUTb
Ha[0 TOJIbKO
NX

Ho cenvac He
byanem
YyrnyonaTbes
B LoRa...



GPT-4

KWKN-2025

e Bo3MoxHocTu GPT-4 cpasy e 6bl/IM HEMIOXO U3YYEHbI, U OHU NopaXkanu

e “Sparks of Artificial General Intelligence: Early experiments with GPT-4"

Prompt: Can you write a proof that there are infinitely Prompt: Draw a unicorn in TiKZ.

many primes, with every line that rhymes?

GPT-4: GPT-4: [Produces ITEX compiling to

Yes, I think I can, following picture.]

Though it might take a clever plan.

I’11 start by noting Euclid’s proof,

Which shows that primes aren’t just aloof.
Assume we have a finite list, \
0f primes, and that none have been missed.
Multiply them all together,

And add one, just to be clever.

The result will be a number,

That has no prime factors, oh wonder!

But every number has a prime,

That divides it, it’s just a matter of time.

So we’ve found a contradiction, | [

And our finite list needs eviction.
There must be infinitely many primes,
And that’s the end of my rhyming lines.s



https://arxiv.org/abs/2303.12712

GPT-4

e BosmoxHoctu GPT-4 nopaxanu

[

Prompt: Can you write a
many primes, with every li

GPT-4:

Yes, I think I can,
Though it might take a clever pla
I’11 start by noting Euclid’s proc
Which shows that primes aren’t jus
Assume we have a finite list,

0f primes, and that none have been
Multiply them all together,

And add one, just to be clever.
The result will be a number,

That has no prime factors, oh wonder!
But every number has a prime,

That divides it, it’s just a matter of t
So we’ve found a contradiction,

And our finite list needs eviction.
There must be infinitely many primes, =
And that’s the end of my rhyming lines.s


https://arxiv.org/abs/2303.12712

KWKN-2025

GPT-4

e BoamoxxHocTu GPT-4 cg nopa)xanwu

GPT-4"

Prompt: Can you write a
many primes, with every lin

GPT-4:

Yes, I think I can,
Though it might take a clever pla
I’11 start by noting Euclid’s prod
Which shows that primes aren’t jus?
Assume we have a finite list,

0f primes, and that none have been m
Multiply them all together,

And add one, just to be clever.

The result will be a number,

That has no prime factors, oh wonder!
But every number has a prime,

That divides it, it’s just a matter of ti
So we’ve found a contradiction,

And our finite list needs eviction.

There must be infinitely many primes,

And that’s the end of my rhyming lines.s



https://arxiv.org/abs/2303.12712

GPT-5

KWKN-2025

e CewmelictBo GPT-5 BbiWwno gBa Mecsiua Hasag, (OpenAl, Aug 7, 2025)

e Kak BOoAuTCA, HAM HU4Yero KOHKPETHOro He roBopAT, HO 3TO XopoLwune
MOoJeJin, MHE KaXXeTCHd, 4TO pa3oyvapoBaHune He CJITULLKOM 0O60CHOBaHO

FrontierMath, Tier 1-3
Expert-level math

© With thinking
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AIME 2025
Competition math

© With thinking
© Without thinking

®

100.0% 99.6% 9
100 o 96.7% °_ osgy 284%
88.9%
— 80
®
7]
& )
Q.
Z 42.1%
S a0
3
Q
Q
< 20
(2]
L L Q Ca O
Q&f’i {&'\o‘\ Q‘\b\o\e IS & IS QQ}\Y‘ \00\9 & &
[OIRS [©) \Qo (o) \(\o Q

GPQA Diamond
PhD-level science questions

© With thinking
O Without thinking

89.4%

88.4%  87.3%

85.7%

Accuracy, pass@1

83.3%

70.1%

o %
fay S0
S K
RS QG RS
¢ O



https://openai.com/index/introducing-gpt-5/
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He Tonbko OpenAl

e EcTbu gpyrue xopowue LLM L L a MA
e by (00 Meta

&' deepseeck

MISTRAL




He Tonbko OpenAl

e I/l OHM 04YeHb BbICTPO CTaNu “paccyxparownumm”
e Y10 3TO 3HAUUT? N Kak UMeHHO cTann?..



3. Chain of thought

Bokpyr Lenu npaBu Bceraa Ao/HKHa BUTbCS
cepebpsiHasa HUTb paHTa3nwn.

Po6eprt LLlymaH




KNKN-2025
Chain of Thought

e Weietal,2022: ewé Ha aTane few-shot prompting ntogn samMeTnnu, 4To ecnun gaBaTtb
Mofenu 6onee

Standard Prompting

Chain-of-Thought Prompting
noapo6HbIe
NPpUMeEpbI, TO Q: Roger has 5 tennis balls. He buys 2 more cans of Q: Roger has 5 tennis balls. He buys 2 more cans D
KauyecTBO tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? tennis balls does he have now?
OTBETOB A: The answer is 11. cans of 3 tennis balls
|. The answer is 11.
B UTOre Q: The cafeteria had 23 apples. If they used 20 to
Bbl p acTteT make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
Co they have? j make lunch and bought 6 more, how many apples
\do they have? J

A:

A: The answer is 27. x )
The
answeris 9. 4/



https://arxiv.org/abs/2201.11903

Let's think step by step

e Kojima et al. (2022): noMmoraeT gaxke npocTto Aob6aBuThb “Let’s think step by step”!

(a) Few-shot

@oger has 5 tennis balls. He buys 2 more cans of terQ

balls. Each can has 3 tennis balls. How many tennis balls does
he have now?
A: The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(Output) The answer is 8. X

o /

(c) Zero-shot

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A: The answer (arabic numerals) is

(Output) 8 X

(b) Few-shot-CoT

ﬁRoger has 5 tennis balls. He buys 2 more cans of ter@
balls. Each can has 3 tennis balls. How many tennis balls does
he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6
tennis balls. 5 + 6 = 11. The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(Output) The juggler can juggle 16 balls. Half of the balls are golf

balls. So there are 16 / 2 = 8 golf balls. Half of the golf balls are
We. So there are 8/ 2 = 4 blue golf balls. The answer is 4. //
(d) Zero-shot-CoT (OQurs)

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A: Let’s think step by step.

(Output) There are 16 balls in total. Half of the balls are golf
balls. That means that there are 8 golf balls. Half of the golf balls
are blue. That means that there are 4 blue golf balls. v

KWKN-2025



https://arxiv.org/abs/2205.11916

OT Chain-of-Thought k Graph-of-Thought

e \Wang et al. (2022): Chain-of-Thought with Self-Consistency (CoT-SC)

Chain-of-thought
prompting

Self-consistency

ﬂ: If there are 3 cars in the parking \
lot and 2 more cars arrive, how many
cars are in the parking lot?

A: There are 3 cars in the parking lot
already. 2 more arrive. Now there are
3 +2=>5cars. The answer is 5.

Q: Janet’s ducks lay 16 eggs per day.
She eats three for breakfast every
morning and bakes muffins for her
friends every day with four. She sells
the remainder for $2 per egg. How
much does she make every day?

& /

Language

model

Language

model

Greedy decode

This means she uses 3 + 4 = 7 eggs every day.
She sells the remainder for $2 per egg, so in
total she sells 7 * $2 = $14 per day.

The answer is $14.

Sample a diverse set of
reasonlng paths

e e me e

She has 16 - 3 - 4 = 9 eggs
left. So she makes $2*9 = | The answer is $18.
$18 per day. | )

I ™

This means she she sells the
remainder for $2 * (16 - 4 - 3) The answer is $26.

= $26 per day.
[ |

4
She eats 3 for breakfast, so | h
she has 16 - 3 = 13 left. Then I
she bakes muffins, so she I The answer is $18.
has 13 - 4 = 9 eggs left. So :

she has 9 eggs * $2 = $18.

The answer is $14. ]

',Ii'.he;a‘ns_wengris.ﬂ;&.]

Marginalize out reasoning paths
to aggregate final answers



https://arxiv.org/abs/2203.11171

KNKN-2025
OT Chain-of-Thought k Graph-of-Thought

e |Long(May 15,2023): Tree-of-Thought yepes KOHTpoONIEP C OTKATOM MO AepeBy

Problem description
from the user

— i l— \

control
Prompter signals TOT
agent controller

!

prompt

conversation and
node visit history

——» Search guided by LLM
Checker

module solution

intermediate

_____ » Backtrack by ToT

controller response

,- -
\~ —


https://arxiv.org/abs/2305.08291

OT Chain-of-Thought k Graph-of-Thought

e Yaoetal (May17,2023): Tree-of-Thought c ronocoBaHvem nnun gpyrum mMexaHn3mom

4

v
L L]
|
— Y %Jﬁ vote

(a) Input-Output  (c) Chain of Thought

Prompting (10)

Prompting (CoT)

(c) Self Consistency

with CoT (CoT-SC)

(d) Tree of Thoughts (ToT)

KWKN-2025



https://arxiv.org/abs/2305.10601

OT Chain-of-Thought k Graph-of-Thought

KWKN-2025

e Yaoetal (May17,2023): Tree-of-Thought c ronocoBaHvnem nnum gpyrum mMexaHn3mom

Passage Passage

1

=%
T

=

s

2

(a)

Input

(b)

Plans

(c)

Votes

Plan 1

Write a coherent passage of 4 short paragraphs. The end sentence of each paragraph must be: 1. It isn't
difficult to do a handstand if you just stand on your hands. 2. It caught him off guard that space smelled of
seared steak. 3. When she didn't like a guy who was trying to pick her up, she started using sign language. 4.
Each person who knows you has a different perception of who you are.

1. Introduce and explain the technique
of doing a handstand 2. Switch to a
story about an astronaut's first time in
space 3. Describe a situation where a
woman uses sign language to avoid
unwanted attention 4. The final
paragraph explains how everyone has
different perceptions of others
sl ltoilbund)

Plan 2 Plan 3-5
1. Introduction to an unusual self-help book,
mentioning a handstand as a metaphor for
embracing challenges. 2. Discuss the unexpected 1.
things learned from astronauts, including the smell of 2.
space. 3. Describe a woman's clever tactic for avoiding
unwanted attention at a bar. 4. Contemplate how

different perceptions of oneself can shape one's

identity.

—_—

0/5 votes

S —

LI

3/5 votes

“ | n/5votes

a

)

2
!

Analyzing each choice in detail: Choice 1, while incorporating the required end sentences, seems to lack a
clear connection between the paragraphs {..} Choice 2 offers an interesting perspective by using the
required end sentences to present a self-help book's content. It connects the paragraphs with the theme of
self-improvement and embracing challenges, making for a coherent passage. {..} The best choice is 2.



https://arxiv.org/abs/2305.10601

OT Chain-of-Thought k Graph-of-Thought

e Besta et al. (2023): nornyHbli cnegyowmi war — rpad
onepauni ¢ BO3MOXHOCTbIO arperaumm

Legend Architecture overview
Gray block External entity P prompt Thought #"™& Score Goal: Initiate, coordinate, manage,
Modile of the = : ’ and progress the GoT execution —~\ Controller
Blue block GoT framework OOperalion — Dependency Coal ot Graph of
~ oal: Speci .
s % Thought state + its Thought state < LLM Ih%ugh}t, Operatlons
Thought state associated operations + thought's score User = transformations
raph Reasonin
API for Controller Goal: Build a pmm& Graph Reasoning State
to be sent to the LL \l Yy ~ ~
= //LLM params: model used, temperature, max tokens, api key, org, ... )| ~
= //LLM cost features: prompt token cost, response token cost, ... >
= //Instances of Prompter + Parser + Graph of Operations, < Prompter Ri—==
= //Any additional input parameters (e.g., numbers to be sorted).
|y
< 3 4 . &
Available operations when building the GoO (extensible) sy  Parser i

= Generate, Aggregate, Score, ... /see Prompter API Goal: E _/
= KeepBest (N) //preserves N best scoring thoughts oal: Extract 0 .
: ) e information from Goal: Maintain

= Repeat (k) /Repeat a given operation k times, generating k thoughts. . ing LLM
//For example, this enables "Aggregate” to generate multiple outcomes LLM thought Gngfll.h}lkys %efs[shtehe Pe’gs%',‘ﬁrﬂ’éngmess
//of the combination operation. Each such thought is maintained rL‘}JM'S solution
//within the Graph Reasoning State and scored individually.

3 PACA T
. <= Scoring & €— i Goal: Indicate the
API for Prompter (extensible) g‘ﬂaﬁ ™ vali datgion Py Ranking top-scoring thoughts
—

= Generate(t, k) /generate a prompt for k new thoughts, using thought t

= ValidateAndImprove(t) //generate a prompt to enhance thought t,

= Aggregate(t1, ..., tk) /generate a prompt to combine thoughts t1, ..., tk P .

= score(t) /iscore thought ' Specifying the structure of the Graph of Operations (GoO)
= Validate(t) /generate a prompt to validate the correctness of thought t Graph of Operations enables seamless specification of not only

GoT, but also existing schemes such as CoT, CoT-SC, ToT
API for Parser (extensible)

O—O—0 g .0
Parsecencrate, Parselmrove, Parsescore, B0 cégéﬁ’éo
S oIS

//Each of the above routines is responsible for parsing an LLM thought :F

//to a corresponding Prompter routine (e.g., ParseScore parses Score).



https://arxiv.org/abs/2308.09687
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OT Chain-of-Thought k Graph-of-Thought

e leietal (2023): no6aBnAKOT y3/bl, KOTOPble 0606LAIOT TO, YEMY MOJESb HayYunachb

N3 npeabiayLnx y3nioB, U AobaBnsaeT pesynbraT Kak yC/ioBus Ans ganbHenLWmnx
paccy>xaeHunu

@ Condition

@ Target
@ Thought

— Promising path
O Intermediate node
O Final target
(O Condition node

Graph:
{A: {(B, C), (D, E), (F)},
B: {(2, 3)}, C: {(1, 2)},

D: {(C, G)}, E: {(F, H)},
T T 0B @ O;hdus
(d) ToT (e) Our Graph of Thought (GoT) H: set(), I set()}

(a) Comparison of approaches by Lei et al. (2023) (b) Sample toy graph by Lei et al. (2023)

(a) Standard I-O

- - o = - - - - - -
G
(@)
o
-

(c) SC-CoT



https://arxiv.org/abs/2308.08614
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OT Chain-of-Thought k Graph-of-Thought

e Zhang et al. (2024): nonapHble CpaBHEHUSI BMECTO OT/AE/IbHbIX KOHTPOJ/IEPOB

Chain-of-Thoughts Score-based Tree-of-Thoughts (S-ToT) Comparison-based Tree-of-Thoughts (C-ToT)

Input Input

s ¥

#1

Input

¢ ¥ &

Pairwise-
#3 Comparison 1

‘243

e o iy

Ise-

Comparlson 2

!

-
]

@

Intermediate thoughts
are compared by LLM ‘

Intermediate thoughts

Output : are scored by LLM

Output



https://arxiv.org/abs/2402.06918

KWKN-2025

Chain-of-Thought Multiple Tree-of-Thought Graph-of-Thought
(CoT) Chains-of-Thought (ToT) (GoT)

Wei et al., Jan 2022 Wang et al., Long, May 2023 Besta et al., August 2023

Kojima et al., May 2022 March 2022 Yao et al., May 2023 Lei et al., August 2023 o |/|TO ro

| t
;""Q” nony-
HaeTCAd
/N /4 N\ TakK

s




KNN-2025
Algorithm-of-Thought

e Seletal. (2023): Algorithm-of-Thought; kaxkabi y3en gepeBa — war B aifOPUTME, U
MoZeNb NopoXkaaeT cnefyoLwmi Wwar no pesynbTaTtam npegblayLiero

@ it

Us RN

Standard Prompting  Chain of Thoughts Tree of Thoughts Algorithm of Thoughts


https://arxiv.org/abs/2308.10379

KWKN-2025

CemMmenctBo moaeneun ol

e Ho BCE nameHunnoco, korga nossBuIoCcb ceMencTeo Mmogenen ol ot OpenAl

e [leTanu He pasrnawanuce, system card rosopuna Tak: “The o7 large language model
family is trained with reinforcement learning
to perform complex reasoning”; kak aT0?

Actions:
thoughts,

partial

\

RL Environment

Rewards:
evaluation
; of the
BN answers



https://cdn.openai.com/o1-system-card-20241205.pdf

4. Paccyxpgatouime moaenu

HanpacHbl Bce npefcKasaHus, Bce pacCyXX[eHus o
TOM, YTO C BaMW MOXET 6bITb, KOraa Bbl Nof,
B/IAaCTUIO BaLlen CTPaCTU: yBJiedeHne cepaua
nepemMoraeTt Bce KpacHopeynBble peun. Ham Hy>kHa
Apyrasa BoJsid, U OHa Toraa ToJsibKo NPUAET, Korga
Hallle KOBapCTBO Hac NOpPAAKOM HaKaXeT... U Mbl
NOYYyBCTBYEM B TOM A1 Ceb1 yLepo, YTO Mbil...
octaBunu bora. Torga TonbkKo cTpax boXuin K Ham
BO3BpaTUTCA.

ABpoTbA [nuHKa. [NlogHeBHbIe paccy)XxgeHuns



KWKN-2025

Process Reward Models

e Uesatoetal. (2022): 06bI14HO B RL MOXHO HarpaziaTb TOJIbKO KOHEYHbI pe3ynbTar;
Ho B chain-of-thought mbiwneHnn LLM BbIBOAUT MbIC/IKN, KOTOPbIe B NPUHLIMME MOXXHO
oLUeHMBaTb CaMOCTOATESIbHO

e Process reward model (PRM) o6y4yaeTcsi oueHnBaTb NPOMEXYTOYHbIE Laru

Final Answer RL ( Full Solution Samples | 2‘2‘" Lntwec ( Filtered Full Solution Samples ) -
~O 1\ Input Question
( Tl ez y _ — > ) | ( ) ( ,
GSM8K l ) | \ ) { = \ Generated Samples
Problems - — . i )
Y I ] | - ( ) ¥ g J | )
ORM-RL ( Full Solution Samples ) o oo [ Filtered Full Solution Sample ) :] Final Answer
GSM8K | | ) : | Solution Step
[ 1.5 | w
Problems [ ) ‘[ { ) > { ) [ ) Selected Sample
) ) | - () 02|
PRM-RL ( Full Solution Samples ] [ Filtered Full Solution Sample ]
PRM Score 'PRM Score PRM Score >
C ) e | ) [os [ ) o8 f ) | -
s ( = ‘ — ;
Problems . = — :
) oz ) = s |



https://arxiv.org/abs/2211.14275
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Process Reward Models

¢ LI CI htm an et a l = The denominator of a f&ct‘ion is 7 less than 3 times the numerator. If the fraction is equivalent to 2/5, what is the numerator of
(O DenAl 2024) . the fraction? (Answer: [ 14)
Let'S Verlfy () ® @ Let's call the numerator x.
Step by Step a = ® @ So the denominator is 3x-7.
[IABANTE Soaecososmssmonoosssomssonssossuon s s e s RS 053
o6yq UM PRM 3 ® & We know that x/(3x-7) = 2/5.
BbIACHATb, rae ® O D So5x=2(3x-7).
MMEHHO B ®E @ 5x=6x-14.

PACCYXAEHUAX OO® Sox=7.
oLwmnbKa



https://openreview.net/forum?id=v8L0pN6EOi
https://openreview.net/forum?id=v8L0pN6EOi

Lightman et al.

(OpenAl, 2024):

Let's Verify
Step by Step -
faBanTe
o6y4ynm PRM
BbIICHATb, e
MMEHHO B
pacCyXXAeHUsX
oLInbKa

Process Reward Models

Let

a® + 32" — 4 = py (2)pa(z) - - pi(),
where each non-constant polynomial p;(z) is monic with integer coefficients, and
cannot be factored further over the integers. Compute p;(1) + pa(1) + -+ + pi(1).

I notice that the given polynomial has even degree and only even powers of z, so I can try to
make a substitution to simplify it.

Let y = z*, then the polynomial becomes y* + 3y — 4, which is a quadratic equation.

I can factor this quadratic equation as (y + 4)(y — 1), so the original polynomial is (z* + 4)(z* — 1).

Now I need to factor each of these factors further, if possible, over the integers.

For the first factor, 2% + 4, I recall the Sophie Germain identity, which says that a* + 4b* =
(a® + 2b* + 2ab) (a® + 2b* — 2ab).

Applying this identity with a =z and b =1, I get z* + 4 = (2 + 2z + 2)(2* — 22 + 2).

For the second factor, z* — 1, I can use the difference of squares formula, which says that
a*— b = (a+b)(a—1b).

Applying this formula with a = z% and b= 1, I get z* — 1 = (22 + 1)(z* - 1).

Then I can apply the difference of squares formula again with a = z and b= 1, to get > — 1
=(z+1)(z-1).

So the original polynomial is (z* + 4)(z* — 1) = (2% + 2z + 2)(2? — 2z + 2)(z* + 1)(z + 1)(z — 1).

These are all the irreducible factors over the integers, so p;(z) = 2% + 2z + 2, pa(z) = a° — 22 + 2,
p3(e) =2*+ 1, pa(z) =2+ 1, and ps(z) =z — 1.

To find the sum of their values at z = 1, I just need to plug in = 1 into each factor and add
them up.

Igetpi(1) =12+2-1+2=5p(1)=12—-2-142=1,p3(1) = 12+ 1=2,py(1) =1 +1=2,
and p5(1) =1—-1=0.

So the final answer is 5+ 142424 0= 10.

Answer: 10

Let

2® + 32" — 4 = py(@)pa(z) - - pa(2),
where each non-constant polynomial p;(z) is monic with integer coefficients, and
cannot be factored further over the integers. Compute p;(1) + pa(1) + -+ + pr(1).

This problem is about factoring a polynomial over the integers, which can be a tricky task.

One possible strategy is to look for rational roots of the polynomial, using the rational root
theorem.

However, that would involve checking a lot of possible factors of —4, and there is no guarantee
that the polynomial has any rational roots at all.

Another possible strategy is to use some algebraic tricks to simplify the polynomial or reduce
its degree.

I notice that the polynomial has only even powers of z, so I can try to substitute y = 2* and
see what happens.

Then the polynomial becomes y* + 3y? — 4, which is a quadratic equation in y*.

I can try to factor this quadratic equation by looking for two numbers that multiply to —4 and
add to 3.

Those numbers are 4 and —1, so I can write y* +3y* —4 = (y* +4)(y* — 1).
= (z* +4)(z* - 1).
This looks promising, because T have reduced the degree of the factors from 8 to 4.

Now I can substitute back > = y and get z® + 3z* —

I can try to factor each of these factors further, using the difference of squares formula.

I can apply the dlfference of squares formula. again to the last factor and get z® + 3z —4 =
(2% +2)(z% - 2)(z% + 1)(z + 1)(z — 1).

Now I have factored the polynomial completely into monic linear and quadratic factors with
integer coefficients.
These are the p;(z)’s that the problem is asking for.

To find the sum of their values at z = 1, I just need to plug in z = 1 into each factor and add
them up.

Lget pi() +pa(1) + -+ pall) = (17

2)(12-2)@+1(1+1)A~-1).

Sunpllfylng, I'get m(l) +p2(1) + -+ pe(1) = (3)(-1)(2)(2)(0).
3 ; )



https://openreview.net/forum?id=v8L0pN6EOi
https://openreview.net/forum?id=v8L0pN6EOi
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Process Reward Models

. Xiaetal 2020)

ReasonEval ¢ TeM xe p— @ ™
-
C M bl Cﬂ O M Svalidity Sredundancy
Step 1: We can simplify the square root of 242 by factoring it into its prime factors. [ () 35 0.05 )
) A 4yTO Aenaet 01 7 Step 2: The prime factorization of 242 is 2 * 11 * 11. (0.85 0.05 )
Step 3: Let’ check it. The prime factorization of 242 is 2 * 11 * 11.[ <------------ {0.75 ]

HewnsBecTHO, 1 nroau
Step 4: By the property of square roots, we know that Vab = v/a * Vb for any

Cpa3y NnonbiTasINCb non-negative numbers a and b. Applying this property to V2 * 11 * 11, we have (0.95 0.05 )
V2« V112,
nangmpoBaTtb
pe L" po a Step 5: By the property of square roots, we know that Va? = a for any non- _
negative number a. Applying this property to V112, we have 11. (L0.80 0.05 ]

Step 6: By combining the results from step 4 and step 5, we have . <
V2x11%11=11xV2.

Step 7: Therefore, the simplified form of V242 is[11v2|. (0.75 0.05 )

Answer: 11v/2 |V/ I

-

.............. {015 0.05 )



https://arxiv.org/abs/2404.05692
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[Tpumep: O1 Journey

e [lpumep — Generative Al Research Lab (GAIR) us LLaHxas; Qin et al. (Oct 2024):

7 jmmyh

g A"“'YS'S tool Shortcut learning
Human check

Reﬁne thoughts ) Journey learning

..... N\

327 training samples

42.8

——— e

= OlympicAre!
X Gaokao
2 O1 examples

-

o oo

¥ ¥

38.6

i 34.8
Y, - | — N J

A Multi-path Exploration of : Backbonel Backbone2
Constructing Long Thoughts Iterative Improvement Current Results

F'\
|
1 09/12/2024 09/21/2024 09/27/2024 10/08/2024



https://arxiv.org/abs/2410.18982
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[Tpumep: O1 Journey

e T[lpumep — Generative Al Research Lab (GAIR) ns LaHxas; Huang et al. (Nov 2024):

O7 _Jrurrey

ol-preview
[(Jours [ ] ol-mini

' 90.0
I 872
lgs.s f7)
21/30: f
13/30 : 1
12/30 | i
\ |
1 0 K
v i1 )
The “Shortcut” Path to <> AIME2024 MATH500
O1 Replication Cognition Distillation Current Results

I _\
1/
09/12/2024 10/08/2024 10/30/2024 11/22/2024



https://arxiv.org/abs/2411.16489v1
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[Tpumep: O1 Journey

e T[lpumep — Generative Al Research Lab (GAIR) us LLanxas; Huang et al. (Jan 2025):

7 JWW

Models (Pass@1) 87.98%
wh= Quen2.5-728 w/ Majority Voti PR
ot Ma)onry‘\::‘"mgw ik 86,48% e
85
: g
ToEe = K z
~~ Complex clinical > g 801
problems! Can we < $
H 74.63%
apply inference 5 i
_time scaling?
o~



https://arxiv.org/abs/2501.06458

[Tpumep: O1 Journey

e Zhang et al. (2024): o1-Coder, no6aBunn PRM n MCTS

SVM - DNN-> Transformer >—> Pre-Training (SSL) = Post-Training (RL) >~ Inference

Scalable Model Infinite Data
losst
: high cost, sparse
. low quality reward
Sealing law SFT > RLHF > o1 (selfplay+RL)

instruction data 4 preference data process reward data

! !
I 1
1

A/ v
Pre-Training + ~ =~ ~ re-Training + RL to explore RL to generate process

— -
-

Post-Training + POSt_Training hlgh—quallty data reward data

Pre-Training

Inference

»

computation power



https://arxiv.org/abs/2412.00154?utm_source=chatgpt.com

DeepSeek-V3

e A YTO XXe Aenasn Haw KUT B KOMHaTe, To ecTb DeepSeek?
e CHayvana DeepSeek-V3; multi-token prediction: &deepseek

concatenation concatenation

Transformer Block X L ]

[ RMSNorm ] [ RMSNorm ] [ RMSNorm ] [ RMSNorm ]
L3 4 4 4

I 1

[ Embedding Layer ] [ Embedding Layer ]

___________ et ool W s

Input Tokens ty ty t3 ty t, t3 ty ts t3 t4, ts t6

I

[ Embedding Layer ]

Target Tokens ty ty ty ts t3 ty ts te ty s te ty
[ Cross-Entropy Loss ]—* Lyain [ Cross-Entropy Loss ]—' Lyrp [ Cross-Entropy Loss ]—' Lirp

__________________ 5 e R T i e Y A e

 Main Model | | MTP Module 1 ' | MTP Module 2 :

I (Next Token Prediction) : | (Next? Token Prediction) : I (Next® Token Prediction) 1

! 1
1 ! 1

: [ Output Head ] i ( Output Head ) : ( Output Head ) :

: i | .

1 ! :

\\ : Transformer Block : Transformer Block I

1

\ : I : 1

i 1 !

I : [ Linear Pro;ectlon ] :

I . !

1 ! .

1 ! :

1 | :

1 ! :

I ! A

1 ! :

1
|
1
I
|
|
|
1
|
: [ Linear Projection ]
|
1
1
1
I
i
|




DeepSeek-V3

e A YTO XXe genan Hall KUT B KOMHarTe,
TO ecTb DeepSeek?

C] Routed Expert
[:] Shared Expert
634] J

Transformer Block xL

e CHauana DeepSeek-V3 = — )
e Key-value caching (He 6yaem I
yrny6naTbes), mixture-of-experts ==

D
P

e Cached During Inference
ki S Output Hidden u, (5O ~ - OOO0)
i

l

]
]
]
1
RMSNorm J :
1
1
1

e B obuwem, xopollasi coBpeMeHHas
LLM

& [ Multi-Head Attention ]
T

OO ~OO0)atent ¢?

Input Hidden h, [(OOOQO - -~ OOO0)]

_________________________________________
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DeepSeek-R1

A notom u DeepSeek-R1

R1-Zero: uncTbin RL Ha npoBepseMbix 3agadax

DeepSeek-R1-Zero AIME accuracy during training

—8— rl-zero-pass@1

—8— rl-zero-cons@16
=== 01-0912-pass@1
=== 01-0912-cons@64

0 2000 4000 6000 8000
Steps

Average length per response

KWKN-2025

& cdeepseeck

DeepSeek-R1-Zero average length per response during training
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DeepSeek-R1

e A notoMm u DeepSeek-R1
e Kctaty, B RL y DeepSeek Toxe 6b1510 HoBLUecTBO: GRPO & deepseek

Policy gradient with a Actor-critic algorithm
single policy model with two models
REINFORCE Add critic for V(s) Actor-critic

Unconstrained

o (+baseline) . ; > (later A3C, A2C)
optimization 1992 ’ to reduce varlance} 1999
Add clipping to avoid
| policy collapse
. Group policy Bemovecriticto Trust region
got?;tirza;ﬂgg (GRPO) “Teduce memory costs (TRPO, PPO)
5 2024 ; L 2015




DeepSeek-R1

e R1: cHayana cobepém maneHbkuin chain-of-thought
nataceT (HecKonbKo Tbicsy npumepoB) ans cold start

e [loTOM y>Xe RL Ha nony4yeHHOU Moaenu

e [locne cxogumocTu RL ewé cobepém aaTaceT 13
reasoning traces aton mogenu, oThubTPyeEM Mo
YMTabenbHOCTU N KAKUM-TO BHELUHUM NPU3HaKaMm

e Cpenaem SFT Ha aTOM paTaceTe

e A notom euweé RLHF kak 06bl4HO NoBepx
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DeepSeek-V3

MMLU
(Pass@1)

OpenAl-ol-mini

MATH-500
(Pass@1)

7//////////////////////////////////////////

DeepSeek-R1-32B

QA Diamond
(Pass@1)

7///////////////////////////7///1@

OpenAl-01-1217

Codeforces
.

Pe3yanaTb| Xopouwiune, “ BOO6LLI,€ MOZ€EJib XopoLwlas

AIME 2024
@

DeepSeek-R1

@#w4 DeepSeek-R1

(%) 9[1IUADIdJ / Aoeandoy



DeepSeek-R1

e A patacet 13 800K reasoning traces, KOTOpPbIX Y HUX NONy4YnnIcs,
MOXHO MCMOJIb30BaTb A/ AUCTUNNALUN, TOXKE OYEHb YCMEeLHO

e OnATb TOT Xe ropbkuit ypok: distill, baby, distill... & deepseek

GPQA  LiveCode

Model AIME 2024 MATH-500 Diaiwiond  Bendh CodeForces
pass@1 cons@64 pass@1 pass@1 pass@1 rating
GPT-40-0513 93 13.4 74.6 49.9 329 7h9
Claude-3.5-Sonnet-1022 16.0 26.7 76,0 65.0 38.9 717
OpenAl-ol-mini 63.6 80.0 90.0 60.0 53.8 1820
QwQ-32B-Preview 50.0 60.0 90.6 54.5 419 1316
DeepSeek-R1-Distill-Qwen-1.5B 289 52.7 83.9 33.8 16.9 954
DeepSeek-R1-Distill-Qwen-7B 55.5 833 92.8 49.1 37.6 1189
DeepSeek-R1-Distill-Qwen-14B 69.7 80.0 93.9 8591 Dol 1481
DeepSeek-R1-Distill-Qwen-32B 72.6 83.3 94.3 62.1 972 1691
DeepSeek-R1-Distill-Llama-8B 50.4 80.0 89.1 49.0 39.6 1205

DeepSeek-R1-Distill-Llama-70B 70.0 86.7 94.5 65.2 57.5 1633
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DeepSeek-R1
[ CaMoe, KOHEYHO, Nopa3nTesibHOE BO BCEM 3TOM — 3TO & deepseel(

peakLMs PbIHKa :) HO 3TO YXe Apyro pa3rosop

COST NFLX
AAPI‘ TSI'A AVGO +2.72%  -0.58%

+3.18% -2.32% | -17.40%
csco ‘ PEP ”AH‘I ' HON [ o o
-5.06% | +3.68% | 42.73% | +1.90% e daen | e

GOOGL /change T

- —Nvidia =—S&P 500 NERCEL|
MSFT NVDA 4.20% N

-2.14% | -16.97%

META
+1.91%

Jan 22 Jan 23 Jan 24 Jan 27
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s1-32B: distill, baby, distill...

e Mueninghoff et al. (2025): s1-32B, auctunnaumsa Ha 1000 npumepoB 3a $50

o nOﬂyLIVIJ'IVICb O4YeHb XOopoLlKne pe3ysibtaTtbl B PaCCy>XaAEHUAX

Mathematical Competition PhD-Level 100
Problem Solving Math Science Questions ¥
(MATH500) (AIME24) (GPQA Diamond) P 95 rl=distill
(9]

’\395 .‘60 .‘ 60 s ? g Sol Bespoke-Stratc?s s
o w
5 B ® 40] . S 90
9 ® © 50 o ¢ g
275 20 . 8 . oxl-preview
o I
O
< 65_@ Ole 40 @ LE_( ® Sky-T1

512 2048 512 2048 8192 1024 4096 8010-00 ETT 00000 A

Average thinking time (tokens) Number of Examples


https://arxiv.org/abs/2412.00154?utm_source=chatgpt.com
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s1-32B: distill, baby, distill...

Competition Math
(AIME24)

® 0
Forcing 2048/4096 max thinking @
tokens \ o
®
@

Ignoring end-of-thinking 2x/4x/6x and
appending “Wait” thus forcing it to continue

° reasoning when it tries to stop

1024 2048 4096 8192
Average thinking time (tokens)

62
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Accuracy (%)
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o
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KWKN-2025

Mueninghoff et al. (2025): s1-32B, guctunnauua Ha 1000 npumepos 3a $50

N oueHb npocTbie naeun — budget forcing n ronocoBaHne — oTIMYHO paboTaoT

PhD-Level Science Questions
(GPQA Diamond)

Sequential scaling 60% accuracy
via Forcing with s1 /.

4

/
/

*--.
§ e

’.o"Parallel scaling via Majority
voting with base model
(Qwen2.5-32B-Instruct)

100,000 1 million
Output tokens (sum over all questions)



https://arxiv.org/abs/2412.00154?utm_source=chatgpt.com

NToru

e Paccyxparouwme mogenum cenyac sesge THOUGHTS

e BaxHbin BbiBOA N3 DeepSeek-R1 — TO, YTO TaM He
ncnonbsyerca: HU PRM, Hu MCTS... okazanocsb, 4To
AoctaTto4yHo RL xopowo cnoxxutb ¢ SFT n RLHF

Ho uto 3To paéer?

N uyTo 6yaeT panblue?..

RL ENV REWARDS



5. RL ona mateMaTuku

JTto6:110 A NoKyLwaTb. 3To Mosl cnabocTb. Koraa g em, y
MEHS BCcerga xopollee HacTPOeHue, Hy a Koraa y MeHs
Xopollee HaCTPOEHUE, TaK A1 eM eLle 6onblue. Tak YTo A
JaXKe He 3Hato, Yero y MeHs 6onblue — anneTmTa unm
HacTpoeHus. Bnpoyem, ogHO gpyromMy He MeLLaeT.
[loTOMyY 4TO A TakK Nonararo: MNOHATHO, EC/IN HE
NOAKPENUTLCSA, TaK MOXHO YMEPETb OT OropyeHuns, a
OrOpPY€EHUI CTONBbKO, YTO HEMb3s1 HE MOAKPENUTLCS.

Opwnit CnéskunH. baHanT
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MallunHHOe obyyeHue

l 3apaun MawMHHOro oby4yeHus } 1

O6yyeHue ¢ yuutenem ) O6yyeHue 6e3 yyurens Oby4yeHue c nogkpenieHueMm
Supervised learning Unsupervised learning Reinforcement learning
D = {(zn,y.)}_, D = {(zn)}Y D cobupaeT areHT
ObyyaeM p (y|x) | ObyyaeM p(x) Obyuyaem cTpaTeruio m
=\
Knaccudpukaums CokpatueHue i Mpamoe RL |
— Classification —> DpasMepHoc::u > Direct RL
Yy KaTeropmanbHas mensiona Ky ObyyaeM 7 13 onbiTa
J L reduction il : =
Perpeccus i ( TR o Henpsamoe RL
—> Regression —> pusall > Indirect RL
Clustering
] Yy HenpepbliBHad ) L y 5 ObyuyaeM Mogzesnb Mupa )




MallunHHOe obyyeHue

&
3apaun MawMHHOro oby4yeHus ]
[ ‘ I J
O6yyeHue ¢ yuutenem | O6yyeHue 6e3 yyurens Oby4yeHue c nogkpenieHueMm
Supervised learning Unsupervised learning Reinforcement learning
D = {(zn,y.)}_, D = {(zn)}Y D cobupaeT areHT
ObyyaeMm p (y|x) | ObyyaeM p(x) Obyuyaem cTpaTeruio m
Knaccudukaums Cokpatetine Mpsamoe RL
—> Classification —> D;)_a3Me|?HOC'l|:u Direct RL
Yy KaTeropuanbHas Rensiona Iy ObyyaeM 7 13 onbiTa
J X reduction :
Perpeccus i ( Knacrepusauns Henpsamoe RL
—> Regression —> Clusterlng Indirect RL

y HenpepbiBHas L ObyyaeM Momenb Mupa




O6yyeHue ¢ noaKpenseHnem

KWKN-2025

e (O6y4yeHune c noakpenneHneMm (reinforcement learning, RL) — ato pasgen ML, B
KOTOPOM areHT “>XMBET" B OKpYXXatloLLlen cpefe u cobupaet gaTtacet ans

06y4YeHuMa No xody aena

e [1ns 9TOro HY>XKHO CYMETb peann3oBaThb OKPY)KaloLLyo cpeay, KoTopas byaeT
[aBaTb Harpajy; HanpuMep, peaysbTaT NapTuuM B LAaXMaTbl UM KOPPEKTHOCTb

AJOKa3aTeJ/IbCTBa B MaTeMaTukKe

\ i ~ [
Agent Action a ~ rt(als) 3

learning rrfrom .
experience tuples | Reward r, state s' Environment

s, arns' e
( ) 4 &

Agent

Actor it

\

Action a ~ rr(als)

>
>

Critic V(s)

‘Reward r, state &'

Environment

J

Generic policy gradient algorithm

Actor-critic algorithm

\&
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MuZero Stratego AlphaDev AlphaTensor Fusion



.CTaTl/I, o DeepMind

gs PRESS RELEASE

\ 9 October 2024
The Nobel Prize in Chemistry 2024

The Royal Swedish Academy of Sciences has decided to award the Nobel Prize in Chemistry 2024

with one half to and the other half jointly to
David Baker Demis Hassabis John M. Jumper
University of Washington, Seattle, WA, USA Google DeepMind, London, UK Google DeepMind, London, UK

“for computational protein design” “for protein structure prediction” .
DeepMind

They cracked the code for proteins” amazing structures



AlphaTensor

e Yepes RL “nepebop cnyvyaeB” BbIXOAUT Ha HOBbI YPOBEHb A IphaTensor Ve STRASSEh

e AlphaTensor (Fawzi et al., 2022): RL-meTogA B cTUNE
AlphaZero pna noncka anropuTMoB YMHOXXEHUS MaTpuL

a b c

my=(a,+a,)(b,+b,)

o) (o) (o) SERREEE
¢ &) 4 . by b, my=a,(b,—by) U =
3=2a;(b,-by, o 1 0 0 0 1 0
c my=a,(by—b,) i1 0 1 0 0 -1
b 1
b; ‘ % ms = g8 a0, 11 0 -1 0 1 0
C.
9 v mg=(az—a,)(b, +b V- 60 1 0 0 1 O
bs . ‘ ‘ G o= R 1t £ o 0o o 1 0 0 1
| ‘ ‘ ‘ ., 10 -1 0 1 0 1
Oy =y S0 —llle 10y 10 0 1 -1 0 1
‘ Co=Mg+myg W= o o 1 0 1 0 O
0o 1 0 1 0 O 0
5 e aa . e R 1 4 1 0 0 1 0

Cy=My—My+My+ Mg



https://www.nature.com/articles/s41586-022-05172-4

AlphaTensor

KWKN-2025

N

. o .
e AlphaTensor (Fawzi @iy Acting
et al., 2022): pasHuua s
C LLaxMaTaMu B TOM, v ‘ : -
4YTO AepeBO NOUCKA Played
poYe R game
3[ecb ropasfao wumpe oIy A A A | A
PO SRV IS SNRVENNS SN I _
e Sampled AlphaZero v v | |
H r |.. 2021): ,
(Hubert et al., 2021) ( O - v
NyaHMpoOBaHME Ha , =
camnnax AencTeui, a | wow Polyloead Played games
. P buffer
He BCeM MHOXXeCTBe <’ p ?jamplctet
Value head g
Training labels Neural network Network input Pre-;ev;;ate d
synthetic



https://www.nature.com/articles/s41586-022-05172-4
https://www.nature.com/articles/s41586-022-05172-4
https://proceedings.mlr.press/v139/hubert21a/hubert21a.pdf

AlphaTensor

e AlphaTensor (Fawzi
et al., 2022): Ho BCé
Nosay4Ynnocsb, u
AlphaTensor
NENCTBUTENBHO
HalLUEN HOBblE
anropuTMbl,
ynydwarouime eue
paboThbl LTpacceHa

Size Best method Best rank AlphaTensor rank
(n, m, p) known known Modular Standard
2,2,2) (Strassen, 1969)? 7 7 7
3,3,3) (Laderman, 1976)15 23 23 23
4.4, 4 (Strassen, 1969)? 49 47 49

2,2,2)®(2,2,2)
(5,5,5) (3,5,5) + (2,5, 5) 98 96 98
2,2,3) 2,2,2) +(2,2,1) 11 1 il
2,2,4) (2,2,2)+(2,2,2) 14 14 14
2,2,5) 2,2,2) +(2,2,3) 18 18 18
(2,3,3) (Hopcroft and Kerr, 1971)16 15 15 15
(2,3,4) (Hopcroft and Kerr, 1971)1¢ 20 20 20
(2,3,5) (Hopcroft and Kerr, 1971)16 25 25 25
(2,4,4) (Hopcroft and Kerr, 1971)16 26 26 26
(2,4,5) (Hopcroft and Kerr, 1971)16 33 33 33
(2,5,5) (Hopcroft and Kerr, 1971)'6 40 40 40
(3,8,4) (Smirnov, 2013)18 29 29 29
(3,3,5) (Smirnov, 2013)'8 36 36 36
@3,4,4) (Smirnov, 2013)18 38 38 38
3,4,5) (Smirnov, 2013)18 48 47 47
@, 5 5) (Sedoglavic and Smirnov, 2021)°58 58 58
4,4,5) 4,4,2) + (4,4,3) 64 63 63
4,5,5) 2,5,5)® (2,1,1) 80 76 76

Improvement in rank

30

25

n
o

-
(6]

-
o

0
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9,110,100 o

°
9,9, 9e °
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® °
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https://www.nature.com/articles/s41586-022-05172-4
https://www.nature.com/articles/s41586-022-05172-4

AlphaGeometry
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AlphaGeometry (Trinh et al., 2024): LLM + cMMBONbHbI€ BbIYNCNIEHMS

L L M a Asimple problem b AlphaGeometry d Solution
A Symbolic A
ﬂ O p O)‘Klq a eT deduce Solved!
> Not
M .El e M JJ,J'I ﬂ o solved
HOBbIX ¢ :

rl OCTpoe H VI Ml “Let ABC be any triangle with AB = AC.
. Prove that Z/ABC = ZBCA.”
a symbolic

€ Language model

engine e IMO 2015 P3
“Let ABC be an acute triangle. Let
B bl Boﬂl MT (O) be its circumcircle, H its
.o orthocenter, and F the foot of the
Vl 3 H Vl X B Ce, altitude from A. Let M be the
midpoint of BC. Let Q be the point —Alpha-—
L‘lTO MO)KHO on (O) such that QH L QA and let K Geometry

be the point on (O) such that KH L
KQ. Prove that the circumcircles
(0,) and (O,) of triangles FKM and
KQH are tangent to each other.”

f Solution

\ B D C
Construct D: midpoint BC,

AB=AC,BD = DC,AD=AD = ZABD=4DCA [1]
[1], B C D collinear = ZABC=4ZBCA

Construct D: midpoint-EH [a]
[a], 0, midpoint HQ = BQ / 0,0 [20]

Construct G: midpoint HC [b] ...
ZGMD = £GO,b = M 0, G D cyclic [26]

[al,[b] = BC/DG [38]

Construct E: midpoint MK [c]
, [e]l = ZKFC = ZKOE [104]

ZFKO,=£FKO, = KO, //KO, [189]
[189] = 0,0,K collinear = (0,)(0,) tangent



https://www.nature.com/articles/s41586-023-06747-5

AlphaGeometry

e AlphaGeometry
(Trinh et al.,
2024): LLM +
CUMBOJIbHbIE
BblYMCIIEHNS

e B ToMuucne
AN AOBOJIbHO
CNNOXKHbIX
3agau (3aecb
109 waroe)

IMO 2015 P3

Let ABC be an acute triangle. Let (O) be its
circumcircle, H its orthocenter, and F the foot
of the altitude from A. Let M be the midpoint
of BC. Let Q be the point on (O) such that

QH 1 QA and let K be the point on (O) such
that KH L KQ. Prove that the circumcircles (O,)
and (O,) of triangles FKM and KQH are tangent
to each other.

AlphaGeometry

Solution

[oa:d

Construct D: midpoint BH [a]

[a]l, 0, midpoint HQ = BQ || 0,D [20]
[iiad

Construct G: midpoint HC [b]

ZGMD = £GO,D = M 0, G D cyclic [26]
-

[al.[b] = BC|IDG [30]

[ies)

Construct E: midpoint MK [c]

[c] = ZKFC = ZKO.E [104]

[l

ZFKO; = £ZFKO, = KO, || KO, [109]
[109] = 0,0,K collinear = (0,)(0,) tangent



https://www.nature.com/articles/s41586-023-06747-5
https://www.nature.com/articles/s41586-023-06747-5

AlphaGeometry

° Alph aGeom etry 0. Number of solved problems in IMO-AG-30

(Trinh et al., 2024)
peLan reoMeTpuro
Ha ypoBHe cepebpa
IMO

20+
Average IMO

contestant
15.2

e [loTOM nosiBUMacb
AlphaGeometry 2, Ha
mopenun Gemini
nony4yile n Ha
6osibLLEM

CUHTETNYECKOM 0
Previous  Honorable Bronze Silver  AlphaGeometry  Gold
Aartacere state of the art mentions medallist medallist medallist

iVIVu’s methodi

10.0

Number of solved problems



https://www.nature.com/articles/s41586-023-06747-5

AlphaProof

e AlphaProof (DeepMind, 2024): paBavTte coeanHnm LLM n npysep

e CneuymanbHO goobyyeHHas Mmoaenb Gemini NepeBOAUT eCTECTBEHHbIN A3bIK B

(opMarbHy0 NOCTaHOBKY, a NoToM RL B cTune AlphaZero oby4aeTtcsa uckatb
Jl0Ka3aTenbCTBO B Lean

Train

VN

Informal

/ Formal 2
problems Formalize problems - Search
Formalizer Solver
~1M “ ~100M
network network

AlphaZero


https://deepmind.google/discover/blog/ai-solves-imo-problems-at-silver-medal-level/

IMO 2021 Shortlist, Problem A5

AlphaProof

e AlphaProof (Hubert et al.,
2024) no nyHKTam

Let n > 2 be an integer and let @, a>, . . . , a, be positive real numbers such that
a; +a +..+a, = 1. Prove that

Wl =

n
.
M ——(ar+ar+ e+ ag)? <
=11 %

e (dopmanusaTtop — 310 |
A3blKOBaA MO4eJ1b U3 Formalizer network
cemenctBa Gemini @

theorem imo_shortlist_2021_a5
(n:N) (hn:2=<n)(a:N>R)
(hapos : ¥ i, 0 < a 1)
(hasum : ¥ i in Finset.Icc 1 n, a i =1) :
Y k in Finset.Icc 1 n, a k / (1 - a k) =
(Y 1 in Finset.Icc 1 (k-1), ai) A2 <1/ 3



https://llmagents-learning.org/slides/alphaproof.pdf
https://llmagents-learning.org/slides/alphaproof.pdf

AlphaProof

N

n :
3 p, n <p A Prime p

\/

e AlphaProof (Hubert et al., 2024) no Tebiog e RN (o0 ) 52

by contradiction,

MyHKTaM

= (n ! + 1) .minFac
, n < p A Prime p

e (ConBep — aTO MOAeEeNb, KOTOpasd

BblOMpaeT creayowmmn “xon” B Buae
| ean tactic, kak AlphaZero

/ \
N /N
7 \/\l/\/\

AT |

Input a lean state sample N tactics
state tactic
P et P := minFac (n ! + 1)

n :
"aPrnspAPrimep

Prover
Model

by contradiction



https://llmagents-learning.org/slides/alphaproof.pdf

KNKN-2025
AlphaProof

e AlphaProof
(Hubert et al., State part of a human
itt f
2024) no NyHKTaMm =t

Train towards human Tactic

state S V tactic
) _— :%O. <% let p := minFac (n ! + 1)
e Coneep obyyaeTcs 8N il
CHa4yaJla Ha FHever

Model
mathlib ¢

yuynTtenem, a
notom RL, rge

Lean npoBepseT
Informal Formal
AOKa3aTes/IbCTBa Problems 9 fomalise Problems search

O(1M)

traln

\ .

Formal
Proofs

Formaliser O(100M) Prover
Model Model


https://llmagents-learning.org/slides/alphaproof.pdf
https://llmagents-learning.org/slides/alphaproof.pdf

AlphaProof

Congep yunTcsa AokKasblBaTb TakK Xe, Kak
AlphaZero yuntcs urpatb B LLaxmarhbl,
9TO Nouck no gepesy; a LLM paét
hopmMannsaynto 1 HoBble naeun

Curriculum learning: no mepe peweHus
3aay OHU f06aBNAKOTCA B 0OYYEHME, T.
e. caMun cobom nayT oT NPOCTOro K
CNIO)KHOMY

AlphaProof (DeepMind, 2024): BMecTe C
AlphaGeometry 2 oHu Ha IMO 2024
nony4Ynnmn cepebpo, MMHYC oaAnH 6ann ot
30/10Ta

Score on IMO 2024 problems

Points total

42
40

30

20

TOTAL

Gold

Silver

Bronze

Other

Human participant rank

28 points

Our system


https://deepmind.google/discover/blog/ai-solves-imo-problems-at-silver-medal-level/

KWKN-2025

RL 1 runoTtesa 3Hgptoca-KepTtuca

e Shehper et al. (Feb 2025):
no4yemy HOBble
AOKasaTeNbCcTBa TPYAHO
HanTn yepes RL?

e [lOTOMY, UTO BapuaHTOB
OYeHb MHOIO, U NyTb
MOXET 6bITb OYEHb
NJIVHHbBIM

e [nnoTtesa dHAptOCca-
KepTuca BbIirnaguT Kak
XOpoLInKn KaHangat gns
aBTOMAaTU4YeCKOro nouncka

Let G be a group, m be a positive integer, and G™ be the cartesian product of n
copies of G. Consider the following elementary transformations that can be applied to
an arbitrary tuple U = {uy, ..., um} € G™:

(AC1) u; is replaced by u;u; for some j # i;
(AC2) u; is replaced by u; ';
(AC3) u; is replaced by gu;g~! for some g € F.

Two n-tuples V' and W from G™ are called Andrews-Curtis equivalent (or AC-
equivalent) if one of them can be obtained from the other by a finite sequence of
elementary AC-transformations. In this event, we write V' ~ W. The relation ~ is an
equivalence relation on G™.

The Andrews-Curtis conjecture. Let F' = F,, be a free group of a finite rank n > 2
with basis X. Then for any Y € F™ the following equivalence holds:

YW=Fe=Y~X
(AC4) Y is extended to a tuple {yi,...,Ym,2,} over a new free group with basis
X Uz},
(AC5) the converse of (AC4).
If U € F™ can be obtained from W € F* by means of transformations (AC1-AC5),
we say that U is stably AC-equivalent to W.


https://arxiv.org/abs/2408.15332v1

Increase in length

RL n runoTtesa 3Haproca-Keptuca

e Shehper et al. (Feb 2025) nccnenytoT 3Ty 3agavy

W HaxoAsAT, YTO NYTU AJIMHHbIE, U NO gopore 150
C/loBa MOFyT CTaHOBUTbCS AJINHHEE

Increase in presentation length

5 S

4 S L

3 e oS

2 ¢S o ¢ ©

1 2 22 X 22X

0 fgeecp 0*%700"0 0?'00? “‘,

7 10 13 16 19 22 25
Initial length of presentation

100

Frequency

Element

State

Actions

Reward

Horizon

200}

50

Implementation details

a pair of words (r4,r2) written in generators (x, y); encoded into tokens.

the 5 AC moves + 30 hand-crafted “super-moves” (macro sequences discovered by

pattern mining).

0 everywhere, +1 only if both relators shorten to 1 after < H steps.

variable; trained up to H = 12 000 moves (chess = 40!).


https://arxiv.org/abs/2408.15332v1

KWKN-2025

RL 1 runoTtesa 3Hgptoca-KepTtuca

Shehper et al. (Feb

2025): n TeM He
MeHee, HOBbIN
pesynbTaT B UTOre
nonyduncsa! Jaxe
6€e3 60/bLUNX
BblYUCITIUTENbHbIX
pecypcoB

Theorem 1. The following potential counterexample introduced by Akbulut and
Kirby [AK85] is stably AC-trivial:

AK(3) = (z,y | 2° = y*, zyz = yay).

Theorem (Myasnikov, Myasnikov, and Shpilrain, [MMS02]). Using the notation
[a,b] = aba=1b~! and [a,b,c] = [[a,b], c], any presentation of the following form is a
presentation of the trivial group:

<CE,y,Z | r=2z: [y_lax—l,z]? y=a- [y

where w is a word in x, y, and z whose exponent sum on x, y, and z equals +1.
Moreover, all such presentations are stably AC-trivial.

For w = 7 'yz, one of the relators eliminates the generator z, resulting in the
following length 25 presentation with two generators:
1 1 2 1

—1,x—1,z—1] : [Z_1>$], 'w>’

zy lz " lyzy2xyzty, vy le P Yy zyzy ).

(&, 5| o™y



https://arxiv.org/abs/2408.15332v1
https://arxiv.org/abs/2408.15332v1

KWKN-2025

RL 1 runoTtesa 3Hgptoca-KepTtuca

e Shehper et al. ( Feb For w = 2~ 'yz, one of the relators eliminates the generator z, resulting in the
following length 25 presentation with two generators:

2025): n Tem He
MeHee, HOBbI

1 1

(z,y | oy tey 2 yzy 2wy ty, v e ey aymy ).

The sequence of moves that connects the length-25 presentation to AK(3) can be

pe3ynbTaTt B UTOIre conveniently expressed in terms of the following 12 transformations:

nonyuunncs! Jaxe hi = ry = rory, hsg= r2— @ raw,  he= ra > mraz,
6e3 60/bLLNX hg= #1 —=wiig , hg= ri—=y TY, hio= r1 = yriy
BbIYNCIUTENbHbIX hg=ry—rory’,  hr=raoryTiry,  hu= r2—yry,
pecypcoB hy = 11 — rirs, hs = r — :137‘1:1:_1, hia = 11 — 27 'riz,

among which a careful reader can recognize moves (AC’1) and (AC’2) introduced in
Section 2. Expressed in terms of the moves h;, the desired sequence has length 53
and looks as follows:

hg-h7-hs-hg-hi1-hs-hi1-hg-h3-hio-hiz-h7-h7-hg-hi1-hs-hs-hs
ha-hz-hia-hs-h7-h7-h1-hg-hi1-hg-h3-hs-hio-ha-he-hia-hg-hy
hs-hi1-hio-h3-hg-hi1-hg-hy-hig-hia-hs-hy-hg-hi1-hy-hg- hs.


https://arxiv.org/abs/2408.15332v1
https://arxiv.org/abs/2408.15332v1

) introduced in
¢ desired sequence has length 53

g “hi1-hs-h11-hg-h3z-hig-hig-h7-h7-hg-hi1-hs-hs- hs
ha-hz-hia-hs-h7-h7-h1-hg-hi1-hg-h3-hs-hio-ha-he-hia-hg-hy

hs-hi1-hio-h3-hg-hi1-hg-hy-hig-hia-hs-hy-hg-hi1-hy-hg- hs.



https://arxiv.org/abs/2408.15332v1
https://arxiv.org/abs/2408.15332v1

6. LLM B MmaTemMaTuke

A TaK NpMBbIK K CAMOCTOSATENIbHON paboTe,
yTO cumTan 6onee NErkUM A cebsa AokasaTb
TeopeMy 6e3 KHUIM, YeM BbIYUTbIBATb U3 Hee
OoKasaTenbCcTBa. /b He Bcerga aTo
yOaBasnoch.

KoHcTaHTuH LinosikoBcKni




[Toyemy MaTemaTunka gna LLM xopolua

e |LM obyyaeTcs npeackasbiBaTb CleayHOLLINA
TOKEH B TEKCTE

e 3JTO Oby4eHUe C yunTenem

e /1 NO3TOMY OCOGEHHO XOPOLLO, EC/TN Mb
MOXEeM NOPOAUTb CUHTETUYECKME aHHbIE C
NpaBW/IbHbIMU OTBETAMM

e MbI MOXeM Tak caenatb Ans (MpocTon)
MaTeMaTukn n ans (NpocToro)
nporpammmpoBaHusi, noaToMmy math & coding
— nBe obnactu, rae LLM Bcé Bpems
NpoBepstoT




KWKN-2025

LLM pna mMmatemMaTuku

) LLM' KOHEYHO, Question: Assume that the variance of the Question: For every a, b, b # a prove that
first n natural numbers is 10, and the vari- 2, p2 B 2
HU4ero CI)OpMaﬂbHO ance of the first m even natural numbers is 16. GESSUER <a+ ) _
BblBO,D,VlTb B Compute m + n. 2 2
cnuctTtemMmax Model output: Let o2 be the variance of the Model output:
first m even natural numbers, and 72 be the -
AO0Ka3aTeJibCTB He variance of the ﬁrgt n natural numbezrs. Then, atb > (“TH’)2
we have 72 = "151 and 02 = mT_l We
yMeI'OT (KaK n solve the system of equations: — az;b2 > a2+bi+20b
XUBble MaTeMaATUKW, n?_—1 -
=10 > a? 4B > Lttlede
BMpPOYEM); NepBble e
= < 2a% + 2b% > a? + b + 2ab
yCrexu 6binu 3
CKpOM Hble This translates into the system <= a® 4 b*> > 2ab
2
] n =121 —a?+b>-2ab>0
e Minerva (Lewkowycz m? = 48 + 1 = 49, 2
<~ (a—b)*>0
et al., 2022) Therefore, n = and m = , SO
—[18] which is true, because the square of a real
E—— numberts positive



https://arxiv.org/abs/2206.14858
https://arxiv.org/abs/2206.14858

KWKN-2025

LLM pna mMmatemMaTuku

e TORA

Problem: Suppose that the sum of the squares of two complex Let's use "Sympy " to calculate and print all

. numbers x and yis 7 and the sum of their cubes is 10. List all ible values for x +
(tOO I-l nteg rated possible values for x + y, separated by commas. POSSI ARl , 7'1
. Yo \ [ from sympy import symbols, Eq, solve, simplify‘

reasoning agent; We are given that x2 + || import math

y%2 =7and x3 + y3 = den=olitlon); def possible_values():

10. We can factor x° + o o X, y =symbols('x y’)
GOU et a | .y SeD y3 toget (x + ) (x? — x: symi)f)ls(x ), y =symbols('y") eql =Eq(x**2+y**2, 7)
29,2023 e i A 042 =Eq(x""3 +y"*3, 10

) y)'Ke " X Yy solutions = solve((eq1,eq2), (x, y))
us, we can write _ sums = [simplify(sol[0] + sol[1]) for sol in

,El,efl aJia 10/= Ge koD () it X _ G solutions]

follows that x + y must y = (-1- math.sqrt(17))/ 2 return sums

H divide 10. i i

tOO |'a SSi Sted # Get all possible values for x+y il D e )

The only possibilities result =[x +y, x -y] @ >>>[5-51,1,4,4]
MaTemMaTtTn4yecCkKkume ?"; tshat ’;(‘)" yis x @ >>> SyntaxError: cannot assign tOX Removing duplicates, the possible values for

149 0r 10, J L expression. ) | x + y are \boxed{-5, 1, 4}.

paccyXXaeHus a \

0@' | Rationale | C@ | Program Ratonale] (€) Tool-integrated

r Reasoning
. N Format used by ToRA
(a) Rationale-based (b) Program-based @ . Y )


https://arxiv.org/abs/2309.17452
https://arxiv.org/abs/2309.17452

LLM pna mMmatemMaTuku

e Romera-Paredes <R
erhaps my
et al. (December ' Piolititalbpen
2023): DeepMind’s question...
FunSearch proves
new bounds for

Terence Tao

the cap set I
problem " = s 2 8 T 8 e
Best known 9 20 45 112 236 496 Cecene 5
& O [e FunSearch 9 20 45 112 236 512
R S| || |&
N | oo || < MiSIESlE . \
D . 7] ® 3Tonoytu “nepebop cnyyaes”,
@ < | | .
~ I R ) HO OYeHb HanpaB/IEHHbIN
N () v
g % % o= N |- n B BUAE PyHKLUMM



https://www.nature.com/articles/s41586-023-06924-6?error=cookies_not_supported&code=c8d1cf21-a517-4260-99d4-1dfcdcc43680
https://www.nature.com/articles/s41586-023-06924-6?error=cookies_not_supported&code=c8d1cf21-a517-4260-99d4-1dfcdcc43680
https://www.nature.com/articles/s41586-023-06924-6?error=cookies_not_supported&code=c8d1cf21-a517-4260-99d4-1dfcdcc43680

e B uTOre ynyywimnm BepxHioro m

oueHKy ana n=8, T.e. onsa Set c
BOCEMbIO aTpubyTamu

LLM pna mMmatemMaTuku

e Romera-Paredes FunSearch
et al. (December ' = . '
valuation

. e
2023): LLM nuwer Pretrained LLM = — 4
nporpamMmbl, Ux . /

° ° |
3anyckaitor, XN —E—"%
BbIOUPAKOT  Specification . \ I New program
— B/ NE-B ) -
== |

[aloT onATb

Ha Bxog LLM ¢ PR S———

Npocb60ii E |

YAYYLLUTD =] ] =
Programs

database



https://www.nature.com/articles/s41586-023-06924-6?error=cookies_not_supported&code=c8d1cf21-a517-4260-99d4-1dfcdcc43680
https://www.nature.com/articles/s41586-023-06924-6?error=cookies_not_supported&code=c8d1cf21-a517-4260-99d4-1dfcdcc43680
https://www.nature.com/articles/s41586-023-06924-6?error=cookies_not_supported&code=c8d1cf21-a517-4260-99d4-1dfcdcc43680

NuminaMath R e
e Fleureau et al. (2024): 8 Team Members Score
How NuminaMath Won
the 1st AIMO Progress 1 Numina @) R ) ] 20
Prize
2 CMU_MATH 4@ @ 22
e [Ipumep TOro, Kak
npaBunbHoO ([0)obyyaTb 3 after exams DIDRE) @ 2
LLM pans
MaTeMaTUyecKnx 4 codeinter 90V o 21
paccy>XXaeHnu
5 Conor #2 @ @ 20

e 3apayu AIMO npolue,
yem IMO, Ho Torga 6binu
CNOXXHbiMU ans LLM:

“Let k, | > 0 be parameters. The parabolay = kx? — 2kax + lintersects the liney = 4 at two points A and B. These
points are distance 6 apart. What is the sum of the squares of the distances from A and B to the origin?”


https://huggingface.co/blog/winning-aimo-progress-prize

NuminaMath

Fleureau et al. (2024):
CTPYKTYpa B OCHOBHOM
n3 MuMath-Code (Yin et
al. 2024)

CHayvana nooby4aem Ha
MaTeMaTUYECKOM
flaTaceTe Ha
ecTeCTBEHHOM f3blKe,
NOTOM OTAENbHO YYUM
paboTtaTb C

MHCTPYMEHTaMU (I'IVICHTb

Ha Python), kak ToRA

&

Natural Language
Reasoning Data

Pretrained
Model

B

Sy

7~

=

MuMath

4 Psuedo- __ Code Nested and
“ Answer Tool Interaction
Data
MuMath MuMath-Code

%

What is the smallest whole number...
|Prefix CoT]

Firstly we need to find ...

[Python Code]

import sympy t—\
def solve( ):
x=1 Prompt to debug
ini...
Pl a ; Error
[Output]

Final Answer 4—/ ¢ /



https://huggingface.co/blog/winning-aimo-progress-prize
https://arxiv.org/abs/2405.07551
https://arxiv.org/abs/2405.07551

L]
NUIlllnaMath ARTIFICIAL INTELLIGENCE
MATHEMATICAL OLYMPIAD

e Fleureau et al. (2024): good data is all you need, noTom ewé MOXXHO NOPOANTb
MHOro pasHbix chains of thought n BbibpaTb ronocoBaHnem

Self-Consistency with Sample diverse reasoning { Code execution and self-consistency Candidates | Majority voting |
paths for code generation (up to 3 iterations) !

Tool Integrated Reasoning
A: The problem requires us to split the integers from 1

(SC-TIR) to 14 into 7 pairs such that in each pair, the greater i
number is at least 2 times the lesser number. To solve | _ Theansweris
this problem, we will: 1. Generate all possible pairs P 144
(using Python's itertools). 2. Filter out pairs ... !
**“python ...

A: To solve the problem of pairing integers 1 through 14 Python REPL It seems the recursive approach

: How many ways are there to
Q pEy such that in each pair, the greater number is at least 2 took too long to compute. Given

split the integers 1 through 14 into

X . X times the lesser number, we need to find all valid Timed out after the constraints and the number
7 pairs such that in each pair, the -» LLM ok | S < > i = - > S > X
i pairings. This is essentially a combinatorial problem with 5 seconds. of combinations, this method is ] 144 answer is 144
?he lessar rumber? constraints. We'll use Python to enumerate all possible not efficient. Instead, let's switch
: pairs ... " “python ... to an itertools-based approach ...
A 1
G =)

A: To solve this problem computationally, we need to
check all possible ways to pair up the integers from 1
to 14 such that in each pair. It's impractical to check all
possible pairings directly due to the large number of
combinations. We can approach this problem using
combinatorial algorithms ... ** “python ...

Theanswerls_’ The majority



https://huggingface.co/blog/winning-aimo-progress-prize

NuminaMath ar

Model MATH (%)
e Fleureau et al.

Chain of Thought Reasoning

2024): B
pe3yn bTaTe GPT-4 (2023) 42.5
nosnyvaercs e s
MalleHbKasd LLM Claude 3.5 Sonnet 7.1
(7 B napameTpo B), DeepSeekMath-7B-Instruct  46.8
KOTOpas xopolla B DeepSeekMath-7B-RL 51,7
chain-of-thought v NuminaMath-7B-CoT 56.3
tool-integrated Tool-Integrated Reasoning
reasoning n ymeet DeepSeekMath-7B-Instruct 57.4
PELWaTb 3aa4Ku DeepSeekMath-7B-RL 58.8

NuminaMath-7B-TIR 68.2


https://huggingface.co/blog/winning-aimo-progress-prize
https://huggingface.co/blog/winning-aimo-progress-prize

-

\

Problem setting ‘

No

Genéfating
proof ideas

Y

LLM pna mMmatemMaTuku

Pattern analysis, formulating
conjectures from Al models

Automatic code writing,

models that evolve specific

hypotheses

' Can you make the
proof work?

Verify the proof,
write it down for
publication

Automating cumbersome

case-by-case analysis

Formal verification,
proof assistants

LLMs helping write the text

>

Advancing mathematics by guiding human
intuition with Al

Mathematical discoveries from program

TORA: A TOOL-INTEGRATED REASONING AGENT  search with large language models

FOR MATHEMATICAL PROBLEM SOLVING

", Zhibang Shao' 7*, Yeyun Goag’', Yelong Shen’
N

tature 625, £458-475 (2024) Ciu

Discovering faster matrix multiplication
algorithms with reinforcement learning

AMERICAN MATHEMATICAL SOCIETY
‘olume 52, Number 5, September 1976

RESEARCH ANNOUNCEMENTS

EVERY PLANAR MAP IS FOUR COLORABLE'
BY K. APFEL AND W. HAKEN

Commusicated by Robert Fossum, July 26, 1976

Community




discoveries from program
ge language models

EVERY PLANAR MAP IS FOUR COLORABLE'




/. YTO TaM Ha ppoHTUpeEe?

HepaBHasi CKOPOCTb NepeaBUXeEHUS 3acTaBNseT HaC
pasaensatb GPOHTUP Ha GPOHTMP ToproBua, GPOHTUP
paHyepa, PpOHTUP ropHska n GpoHTUp hepmepa. Korga
LLIAXTbl M 3aroHbl A1 CKOTa HAXOAUUCH ELLE Ha “NIMHUM
BOoAONaAo0B”, KapaBaHbl TOProBLEB NepeBasinBanm Yepes
AnneraHbl, a ppaHUy3 Ha Bennknx osépax,
npeaynpexaeHHbI 6epEe30BbiIM KaHO3 6PUTAHCKOrO
TOproBua, yKpennsa ceou nocTbl. Koraa Tpannepbl
Kapabkanucb no CkanuctbliM ropam, hepmep eLlé cTosan B
ycTbe Muccypu.

®Opegepnk TépHep
3HayeHne ppoHTUPa B aMepUKaHCKON CTOpumn




LLM ana mateMaTuku

e Kakue-To faTaceTbl yxe Best in Math (MATH) ©
HacblwatoTess; MATH — aTo gaTtacer
C NPUMEPHO TaKUMU 3aa4amu

( ): °
Problem: The equation z? + 2x = i has two
complex solutions. Determine the product of their *
real parts. %
Solution: Complete the square by adding 1 to

each side. Then (z +1)2 =1+4+i =e% /2, s0

T+ 1= +e¥ V2. The desired product is then
(~1+ cos (7) ¥2) (~1—cos () ¥2) = 1 -

14-cos — 2
cost (3) 2 =1 - (@) g | 1= V2

03-mini DeepSeek R1 DeepSeek V3 o1-mini



https://arxiv.org/abs/2103.03874v2

KWKN-2025

LLM pna mMmatemMaTuku

Suppose the roots of the polynomial x? -
e MATH Level 5 - camoe crioxHoe mx + n are positive prime integers (not

noamMHoxectBo MATH (Hendrycks necessarily distinct). Given that m < 20,
et al., 2021) how many possible values of n are there?

16MATH Accuracy Across Difficulty Levels

=@= GPT-2 (0.1B)
=@= GPT-2 (1.5B)

e Bce paBHO ckopee
LLIKOJIbHblE 3aJa4uKu,

When Trilisa takes pictures, they turn out
with probability 1/5. She wants to take

) enough pictures so that the probability of at
Ho B 2021 GPT-2 least one turning out is at least 3/4. How
NX COBCEM HE few pictures can she take to accomplish

pewarsia... ' * ity Level > | this?

Accuracy (%)

You have linear functions p(x) and g(x). You
know p(2)=3, and p(q(x))=4x+7 for all x.
Find g(-1).



https://arxiv.org/abs/2103.03874v2
https://arxiv.org/abs/2103.03874v2

Gemini 1.5 Pro
(Gemini Team,
2024) pewan
NnoJo6Hble
3a/lauku ewwe
nyJyiie, pa u
oJiIuMNnagHble

Ho kaxxeTcs,
YyTO TYT
NOJTKHbI
“pewatp’
reasoning
models?..

KWKN-2025

LLM pna mMmatemMaTuku

Problem:
What is the minimum value of 5x? + 5y? — 8xy when x and y range over all real numbers such that
lx — 2y| + |y — 2x| = 40?

Example Math-Specialized Gemini 1.5 Pro output:

Leta = x—2y and b = y—2x. Then, we have |a|+|b| = 40. Also, 5x>+5y?—8xy = (x—2y)%+(y-2x)? =
a? + b2. Thus, we want to find the minimum value of a® + b? given that |a| + |b| = 40. By the Trivial
Inequality, we have (|a| — 20)? + (|b| — 20)%2 > 0, so a® — 40|a| + 400 + b% — 40|b| + 400 > 0, so
a® +b% > 40(|a| + |b]) — 800 = 40(40) — 800 = 800. This minimum is achieved when |a| = |b| = 20, so
the minimum value of 5x2 + 5y — 8xy is [ 800].

Problem:
Let a,b,c be positive integers.
a®+b+c,b%+c+a,c?

Prove that it is impossible to have all of the three numbers
+ a + b to be perfect squares.

Example Math-Specialized Gemini 1.5 Pro output:

Without loss of generality, assume thata > b > c. Thena®? +b+c < a®+2a <a®>+2a+1 = (a+1)2
Since a® + b + ¢ is a perfect square, we must have a® + b + ¢ = a?, which implies b + ¢ = 0. This is a
contradiction since b and c are positive integers. Therefore, it is impossible to have all of the three
numbers a? + b + ¢, b + ¢ + a,c® + a + b to be perfect squares.


https://arxiv.org/abs/2403.05530
https://arxiv.org/abs/2403.05530
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LLM pna mMmatemMaTuku

) N ae [/'| CTBUTEJNIbHO, MATH Level 5 accuracy for 03 and 04-mini compared to leading models Z EPOCH Al

Shaded regions correspond to the average score *1 standard error. Gemini 2.5 Pro has not been evaluated yet

o4-ng_inri .
paccyXparouiue ’ e
08 -
MoAenu pewaroT
03-m_inif
MATH Level 5 Ha
ol -

98% (Epoch Al, April
19, 2025) ”

Tekylne

Claude 37 Sonnet -
64K

Grok-3 -

Grok-3 mini —
high

| |
90% 95%
MATH level 5 accuracy

CC-BY epoch.ai


https://x.com/EpochAIResearch/status/1913379488286601533
https://x.com/EpochAIResearch/status/1913379488286601533

FrontierMATH

e A BoT FrontierMATH
(Glazer et al., 2024)
— 9TO NoKa COBCEM
Apyroe geno...

e B HEM 3apauumc
peLueHnaMu, HO
O4YeHb HenpocTble U
OTHOCUTESNIbHO
HOBble

Find the degree 19 polynomial

Problem Solution

Construct a degree 19 polynomial p(z) € C[z] such that X := {p(z) = p(y)} C P* x P! has at least 3 (but not all
linear) irreducible components over C. Choose p(z) to be odd, monic, have real coefficients and linear coefficient -19
and calculate p(19).

Testing Artin’s primitive root conjecture

Problem Solution

For a positive integer n, let vp(n) denote the largest integer v such that p” | n. For a prime pand a # 0 (mod p),
let ord,(a) denote the smallest positive integer osuch that a® =1 (mod p). Forz > 0, let

ord,.(a) = H q”q(ﬂrdp(a)) H q”q(P*I)'
q<z T
g prime g prime
Let S; denote the set of primes p for which
ord, - (2) > ord,.(3),
and let d, denote the density

: lp<t:pesS,|
d; =lim ———
tsoo |p < z : p prime|

of S, in the primes. Let

d = lim d,.

z—00

Compute LlOGdooJ I


https://arxiv.org/abs/2411.04872

FrontierMATH

e A BoT FrontierMATH
(Glazer et al., 2024)
— 9TO NoKa COBCEM
Apyroe geno...

e B HEM 3apauumc
peLueHnaMu, HO
O4YeHb HenpocTble U
OTHOCUTESNIbHO
HOBble

Find the degree 19 polynomial

Problem Solution

Construct a degree 19 polynomial p(z) € C[z] such that X := {p(z) = p(y)} C P* x P! has at least 3 (but not all
linear) irreducible components over C. Choose p(z) to be odd, monic, have real coefficients and linear coefficient -19
and calculate p(19).

Problem Solution

Answer: 1876572071974094803391179.

Solution: Note that p(z) defines a covering p : ]P’i = IP’}, of degree 19 which at z = oo has monodromy o, a 19-
cycle, which without loss of generality is (1,2,3,...19).

Note that X is just the fibre product of p with p (which in general is a singular curve) and therefore p(z) also
defines a finite map p : X — ]P’i of degree 19? (if we prefer to stick with smooth schemes, we can instead use the
normalisation X of X, and we will freely move between the irreducible components of X and the corresponding
connected components of the smooth X with its covering structure).

The idea then is that any such covering p can be studied using group theory via its monodromy. Specifically,
suppose q¢: X — ]P’i is of degree n and has branch locus B C ]P%.Then if you follow the fibres around each branch
value and see how this permutes the points in the fibres, we get a homomorphism

g :m (P! — B,z) — Im(¢) := G, C S, (defined up to conjugation) and X is irreducible exactly when g is
transitive. Moreover, if X is reducible, then the irreducible components correspond to the Gq—orbits in S,.

Suppose p with branch locus B (including co) is encoded as p : G, C Sy9. Then we can check that p has branch
locus B and is encoded diagonally as p? : G, C 5129. So we are looking for some G, C Syg that has between 3 and
18 orbits in §Z. In particular G, is not doubly transitive on Sig. ..Ml eLlLé CTONbKO XKe Aanblue

Recall a theorem of Burnside (Burnside 1911): for g prime and a permutation group G C S, either G is doubly
transitive or | G| divides g(g— 1).


https://arxiv.org/abs/2411.04872

FrontierMATH

e A BoT FrontierMATH
(Glazer et al., 2024)
— 9TO NoKa COBCEM
Apyroe geno...

e |13pechb
pe3ynbTaTtbl LLM
NOKa HEBbICOKU —
HO OHU He paBHbl
Hynto! 31O
AOBOJIbHO KPYTO

e Bnpouem...
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KWN-2025
Proof or Bluff?

e EcTb n oTpuuaTenbHble pe3ynbTatbl. Proof or Bluff (Petrov et al., 2025): kak LLM
cnpaBsaTca ¢ 2025 USA Math Olympiad? lNMpocunu nucaTtb NosHoOe

A0Ka3aTeJibCTBO U Problem 1: Let k& and d be positive in- Problem 5: Determine, with proof, all
o tegers. Prove that there exists a positive positive integers k such that
NPOBEPAJIN KaK NIOAEN integer N such that for every odd integer ;] o k
n > N, the digits in the base-2n represen- Z <n>
e [loka pe3ysibTaTbl tation of n* are all greater than d. R
MnoyTu HyﬂeBble, is an integer for all positive integers n.
MaKC1MyM 2 6anna 13 Model PI P2 P3 P4 P5 P6 Total Cost
42y DeepSeek RT R1 05 00 00 15 00 00 20 203
FLASH-THINKING 1.5 00 0.0 0.0 02 0.0 1.8 N/A
e JTO uuCTble LLM, CLAUDE 3.7 05 05 0.0 00 00 06 1.5 9.03
QwQ 1.2 0.0 0.0 0.0 0.0 0.0 1.2 0.42
He AlphaProof 01-PRO 0.5 0.0 00 00 02 04 12 203.44
03-MINI ga 01 0O 00 00 02 0.9 i,



https://arxiv.org/abs/2503.21934

[Submitted on 27 Mar 2025 (this version), latest version 9 Apr 2025 (v3)]

e Ho HeT, nogoxaute, aTo Xe 6bI1n Petrov et al., March 27, 2025! 3a cnegytouwme
nBe Heaenn, KOHeYHo e, NoABUINCb HoBble moaenu!

e Petrov et aI.. ADriI 9. Problem 1: Let k and d be positive in- Problem 5: Determine, with proof, all
2025: Gemini 2.5 Pro tegers. Prove that there exists a positive positive integers k such that
— ) integer N such that for every odd integer ;o k
peLwaeT y>xe ogHy n > N, the digits in the base-2n represen- 3 <”>
3a/laJyy coBceMm tation of n* are all greater than d. e
U p.pyry|'0 is an integer for all positive integers n.
Hanos10B1HY, Model P1(/7) P2(/7) P3(7) P4(7) P5(7) P6(/7) Total (42) Cost
10 6annoB 13 42 ~Gewmini-2.5-Pro 6.5 0.0 0.1 3.5 0.0 0.0 10.1 N/A
R1 0.5 0.0 0.0 1.8 0.0 0.0 2.0 2.03
e JX, He ypasncsa GROK 3 20 00 00 00 00 00 2.0 N/A
~ FLASH-THINKING 1.5 0.0 0.0 0.0 0.2 0.0 1.8 N/A
OTpUUAaTENbHbIN - ¢, jpE 3.7 05 05 00 00 00 06 15 9.03
an Mep QwQ i [ 0.0 0.0 0.0 0.0 0.0 1.2 0.42
01-PRO 0.5 0.0 0.0 0.0 0.2 0.4 1.2 203.44
03-MINI 0.5 0.1 0.0 0.0 0.0 02 0.9 i |



https://arxiv.org/pdf/2503.21934v1
https://arxiv.org/pdf/2503.21934v3
https://arxiv.org/pdf/2503.21934v3

[Submitted on 27 Mar 2025 (this version), latest version 9 Apr 2025 (v3)]

Proof or Bluff? PI’OOf or BIUff? Eva : 1S ONn
\ ]
e Ho HeT, nogoxanTe, aTo e 6bin Petraw= aft N\Op‘e“ W
NBe Heflenn, KOHEYHO e, NQsase W nose \.\aﬂ\'
5YME " aywet a7
e Petrov et al., April? 2022 ; egb\“\j o oW i
pa W M e o wak
0
o) P 4
oe“d \0 e“ ggers n.
_~—P6(/7) Total 42) Cost
0.0 0.0 10.1 N/A
0.0 0.0 2.0 2.03
0.0 0.0 2.0 N/A
0.2 0.0 1.8 N/A
0.0 0.6 1.5 9.03
. 4 , ; 0.0 0.0 1.2 0.42
O1-PRO ; A ' ‘ 0.2 0.4 1.2 203.44

03-MINI ! ; ; ; 0.0 0.2 0.9 1.11
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https://arxiv.org/pdf/2503.21934v3
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Does RL Really Incentivize Reasoning Capacity?

e Yueetal (Apr15,2025): a Boobue noMoraeT aToT Baw RL? YTBepxaaroT, 4To
RLVR (RL with Verifiable Rewards) nomoraet cagenaTb COMMNIMPOBAHNE NTyYLLE...
HO K 6efiHee, U ecniv NPOCTO CAIMMIMPOBAThb NO6ObLIE, 6a30Bble MOAENN

Ha4YMHAIOT AaXXe BbIUTPbiBaATb
Base Model

/\ More
Problem A Efficient Sampling
0 T
/(\ 0 “
0 0 0 0 +1
Reduced Scope of
Problem B /> Reasoning Capacity
/ 0 {\.
\
0 0

+1

RLVR Model

™.

b

5
&

(==}
(=}

+1

=4 0.6

~0.41
S 0.3

0.11

Omni-MATH-Train

» (.51

Q 0.2

/ ‘—t— Qwen2.5-7B
o X —— GRPO-stepl50
A —— GRPO-step300

A

/ GRPO-step450

1 2 4 8 16 32 64128256
Number of Samples k


https://www.arxiv.org/abs/2504.13837

Humanity’'s Last Exam

e Humanity's Last Exam (Phan et al., 2025) — o4eHb

CNOXHbIN faTaceT C pa3sHoO6pasHbIMM 3afa4amMu
(s Tyaa nogaBan crnoxHble Bonpocbl YK, HO oHK
OKasasiMcb CINLLKOM NPOCTbIMM)

e Bonpocbl He 065s13aTeNbHO Ha PPOHTUPE HAYKK, HO
OHU TOYHO He pewanucb LLM, cyliectBoBaBLLINMU

B KOHUe 2024 roga

0 Classics

Question:

SNEU
RARATES: PALIYRENVS: NATIONE -
CATVALLAVINA® AN - XXX

S H RNARY A'LH N, )

Here is a representation of a Roman inscription, originally found
on a tombstone. Provide a translation for the Palmyrene script.
A transliteration of the text is provided: RGYN> BT HRY BR <T?
HBL

00 Ecology

Question:

Hummingbirds within Apodiformes uniquely have a bilaterally
paired oval bone, a sesamoid embedded in the caudolateral
portion of the expanded, cruciate aponeurosis of insertion of m.
depressor caudae. How many paired tendons are supported by
this sesamoid bone? Answer with a number.

0 Mathematics

Question:
The set of natural transformations between two functors
F,G: C — D can be expressed as the end

Nat(F, G) = /1 Homp(F(4),G(4)).

Define set of natural cotransformations from F' to GG to be the
coend

CoNat(F,G) = /‘A Homp(F(A),G(A)).

Let:

- F = B,(X,),, be the under co-category of the nerve of the
delooping of the symmetric group X4 on 4 letters under the
unique 0-simplex * of B, 2,.

- G = B,(X7)., be the under co-category nerve of the
delooping of the symmetric group X7 on 7 letters under the
unique 0-simplex * of B,X7.

How many natural cotransformations are there between F' and
G?



https://arxiv.org/abs/2501.14249

Accuracy (%)

KWKN-2025

H u m a n ity,S La St Exa m Judge Model: 03-mini-2025-01-31 | Last Updated: 02/11/2025

Model Accuracy (%) Calibration Error (%)
o 0 v
e Humanity's Last Exam (Phan et al., 2025) —
. @ GPT-40 31 92.3
O4YeHb C/TOXXHbIN AaTaceT
¥ Grok-2 3.9 90.8
e U gencteutenbHo, LLM cnpaBnatoTtcs ¢
£7 Claude 3.5 Sonnet 48 88.5
HUM MJ10XO...
@ GPT-4.5 Preview 6.4 90.5
Accuracy of LLMs Across Benchmarks
100 4 Gemini Thinking 7:2 90.6
80 o @& DeepSeek-R1* 8.6 81.4
Benchmarks
60 BN | . HLE ® o 8.8 92.8
GPQA
MATH
40 ] - MMLU (%) (C1I;l<.|)de 3.7 Sonnet 8.9 883
20 — —
@ 03-mini (medium)* n1 915
rza % A A
@ GPT-40 @ ol * Sonnet-3.5 * Gemini 1.5 @ 03-mini (high)* 14.0 92.8

Models *Model is not multi-modal, evaluated on text-only subset.


https://arxiv.org/abs/2501.14249

KWKN-2025

Humanity’'s Last Exam

e Humanity's Last Exam (Phan et al., 2025) — Model Accuracy (%)
OYeHb CJIOXXHbIN AaTaceT GPT-d0 33
e U pencrtButenbHo, LLM cnpaBnstoTtcs ¢ Grok-2 38
HMM nﬂoxo Claude 3.5 Sonnet 4.3
® ..HO, KaXXeTCs, HaYMHatOT CNpPaBAATbLCS FemintThinking o
nyl_l Lu e OpenAI ol 941
o DeepSeek-R1* 9.4
e A yT0 370 3a deep research Takon?
OpenAl 03-mini (medium)* 10.5
OpenAl 03-mini (high)* 13.0
OpenAl deep research** 26.6

* Model is not multi-modal, evaluated on text-only subset.

**with browsing + python tools
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OpenAl Deep Research

how are hidden markov models used now? please give an overview

o Deep Resea rCh - LLM-based of current applications with references to recent papers (2024-
. 2025); | know their rich history but I'm not sure HMM's are still
areHT, KOTOpb| n MOXXeT relevant
nosivyaca ryriimtb u
KOMMUUIn pOBaTb MHOIO I'll gather an overview of the current applications of Hidden Markov Models (HMMs) in 2024-2025,

focusing on recent papers. Could you specify any particular domains you're most interested in, such as
pa3HbIX NCTOYHUKOB B O4UH o o : .
natural language processing, bioinformatics, finance, or cybersecurity? Or would you like a broad

MOJIHOBECHbIN OTLIéT, 4yacCcToO Ha overview across multiple fields?
pecATKax CTpaHuu, CO
CCblJIKaMN Ha UCTOYHUKH broad overdew please

e [lpumep

February 2,2025 Release

I'll research the current applications of Hidden Markov Models (HMMs) in 2024-2025 across multiple
fields, including natural language processing, bioinformatics, finance, cybersecurity, and more. I'll focus

on recent papers and references to understand how HMMs are being used today and whether they

I nt rOd UCI ng deep resea rCh remain relevant in modern Al and statistical modeling. I'll get back to you with my findings soon.

An agent that uses reasoning to synthesize large amounts of online information and
complete multi-step research tasks for you. Available to Pro users today, Plus and Team next.


https://chatgpt.com/share/67d159ce-884c-8004-a7a1-5b24f80a75e1
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OpenAl Deep Research

Hidden Markov Models in 2024-2025:

e Deep Research — LLM-based -
g Applications and Relevance

areHT, KOTOPbIA MOXeT

nosi4aca ry”-I UTb N Hidden Markov Models (HMMs) remain a versatile tool for sequential data modeling, even as deep

KOMNUNn pOBaTb MHOIO learning dominates many tasks. Below we survey current applications of HMMs across multiple fields
and assess their relevance relative to neural networks and other modern models. Recent studies from

pa3H bIX NCTOYHUKOB B OiD-M H 2024-2025 highlight that HMM s are still actively used — often in hybrid systems or niche problems — due

NMONMHOBECHDI l‘,'1 OTyY éT, yacTo Ha to their probabilistic interpretability and robustness. We provide examples in each domain with key
findings from the latest research.

pecATKax CTpaHuu, CO

CCblJIKaMW Ha NCTOYHUKH NLP Applications of HMMs

( |_|| !VI Mel ) Speech and Language Processing: HMMs were foundational in speech recognition and tagging, and

they continue to appear in specialized NLP tasks. While end-to-end deep learning has largely

February 2,2025 Release
superseded HMMs for mainstream speech recognition, HMM-based methods are still explored in areas
like speech emotion recognition. For example, a 2024 study combined Gaussian Mixture Models

I nt rOd u CI ng d ee p resea rC h (GMMs) and HMMs for speech emotion recognition, leveraging HMMs to model spectral feature

sequences swvore . This approach achieved effective emotion classification from audio, indicating that

..panee nayt 12 ctpaHuy, wpudprtom B 11pt...
complete multi-step research tasks for you. Available to Pro users today, Plus and Team next. Aanee npy CTpanuy Wwp ¢ o pt

An agent that uses reasoning to synthesize large amounts of online information and


https://chatgpt.com/share/67d159ce-884c-8004-a7a1-5b24f80a75e1

KWKN-2025
OpenAl Deep Research

e Deep Research — LLM-based

areHT KOTOpb| I‘/'I MOXKeT * In many real-world systems, an HMM is used under the hood for tracking or alignment, even if a
! neural network does the heavy prediction. This combination leverages the strength of HMMs in

nosnyaca ry Mntb U sequence alignment/segmentation with the representational power of deep networks, as

KOMMUIN pOBaTb MHOTIO evidenced by multiple 2024 hybrid models smvors  aravoss .

pa3H bIX NICTOYHNKOB B Oﬂ.M H In summary, Hidden Markov Models continue to be a vital part of the machine learning landscape in

NOJIHOBECHbIN OTYET, YacTo Ha 2024-2025. They have certainly been overshadowed by deep learning in some arenas, but they retain
unique advantages that ensure their ongoing use. HMMs today are often found working in tandem with

,D.eCHTKaX CTpaH 7 L'., CO deep learning, each compensating for the other’s weaknesses. As long as problems involve sequential

CCbIZIKAMU Ha UCTOYHUKMU data with hidden structure — and require solutions that are transparent and data-efficient - HMMs will

remain relevant. The latest research not only uses HMMs in creative ways across fields, but also actively

improves them, affirming that HMMs are evolving, not fading, in the era of deep learning.

e [lpumep

February 2,2025 Release

References:

e Al-Dujaili Al-Khazraji, M. J., & Ebrahimi-Moghadam, A. (2024). An Innovative Method for Speech

L]
I nt rOd u CI n g d ee p resea rC h Signal Emotion Recognition Based on Spectral Features Using GMM and HMM Techniques. Wireless
Personal Communications, 134(2), 735-753 = Vv &

An agent that uses reasoning to synthesize large amounts of online information and U elwé 13 cebIOK Ha CBEXME CTaTh
complete multi-step research tasks for you. Available to Pro users today, Plus and Team next. L
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OpenAl Deep Research

e Deep Research — LLM-based

areHT KOTOpb”‘;I MOXKeT ¢ In many real-world systems,_z
! neural network does

non4yaca ryraimto n

KoOMNuanpoBaTb MHOTIO

pa3HbIX NCTOYHNKOB B OAWH

MOJIHOBECHbIN OTYET, YacTo L

OeCATKax CTpaHuu, Co

CCblJ1IKaMu Ha NCTOYH

ent, even if a
f HMMs in

sequence aligs s, as

g landscape in

e arenas, but they retain
¢ften found working in tandem with
> As long as problems involve sequential

ot are transparent and data-efficient - HMMs will
#Ses HMMs in creative ways across fields, but also actively
afe evolving, not fading, in the era of deep learning.

e [Ipumep

February 2,2025 Release

Introducing deep resez

An agent that uses reasoning to synthesize large amounts of online information and

f1-Khazraji, M. J., & Ebrahimi-Moghadam, A. (2024). An Innovative Method for Speech
al Emotion Recognition Based on Spectral Features Using GMM and HMM Techniques. Wireless
Personal Communications, 134(2), 735-753 = Vv 45

~newe 1 bIJIOK Ha CBEXXUe cTaTbu
complete multi-step research tasks for you. Available to Pro users today, Plus and Team next. ewe 3cc o acee ecra
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KUN-2025
AutoSurvey

e Jltoam paBHO nNpobytoT — AutoSurvey (Wang et al., June 2024) yye 6bIs1 HENJIOX

Survey Topic(T)
Stage 1 Stage 2
y Citation Qualit S Initial Retrieval & Outline Generation . I Subsection Drafting ~ _______ R

Base LLM writer Q v ] N .

Recall Precision it retrieved publications X !' 1

: . - i

GPT-4 80.25:&4.19 78.83:57.00 ! 3 Pim bl 0, —== — = 33 S‘ 1
-hai . o —»2<1 = - ——
Claude-haiku ~ 82.454577  76.3142.1s ! ’Q — o t j:: . S S
Gemini-1.5-pro  78.134539 71.241398 ; ) P £ Y~ I3
H 85.86 80.51 E iy fa i Generate : : Retrieve Draft each section i :
uman s ; \ dtapaseionpublications structured outline | relevant publications of the outline H
______________________________________________________ SIS R R e S |
|
: Content Quality , Stage 4 , Stage3 ;

Base LLM writer C jemmm====] Rigorous Evaluation & Iteration ~ ----- . = ------ Integration & Refinement ~  ------ 5

overage Structure Relevance Avg. y W :

| Select the best survey I R. ’ !
GPT-4 48:051 4461049 4865035 4.70 ; . : i P Y R = DU .
Claude-haiku =~ 4.6610.47 4.261067 4.861033 4.58 : —— g B COVCTEC Fy3 Fy,.. Fy . . - @*’._ S _:_:
Gemini—l.s—pro 4.86i0_33 4.33:{:(178 4.93i0.25 469 E E‘ relevance i i —=——— +< —————————— 4,—|
! [] .' faithfulness ! ! e e —— +<_ _____ a4

Human 4.71 4.43 5 4.70 E i1 P Refine each section i

‘ Evaluate the surveys ’," “\ Integrate the refined sections S/

Survi ey F, best


https://arxiv.org/abs/2406.10252v2
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SurveyX (Liang et al., Feb 20, 2025) ewé nydwe
/-\ a4 Level 2 Outline Draft Generation

SurveyX

Level 1 Outline Generation

PART 2: Paper Writing and

‘ Write a survey on controllable text generation in large language models. 2 |— @ (I \ Refinement
> IR - = o ==
v Initial Keywords v : ! T —
= - _% : Deduplication /| & | &P
G le Schol offline [ Xi : | s | Realign

00gie SCNOWI [ Speedup |4 ATV - == ! —-
: i > | |

T e - | — -4

e ammen First-round - -—E;= : | i
Candidate papers | @Y———10—J . B Level 2 Content
1-11 4 Level 2 Outline Optimization Writing Plan Generation
1-2 i

Tree Searching

Survey Draft

<+—— PEY —Draft Generation

= Generation

.- Latex Code 2-11 % Final Survey
Controlled Text Generation with Large Language TEX Generation Paper (PDF) END
_________________ Models: A Survey
7
Topic 2-10
Re-ranking o e 4
o ultimodal : - -
il @ Modeling p s
P s Y g 3: Exampler o A
,,,,,,,, 1 - - — 2-9
/ OO | i o ! e |
0O OO0 | e | "?..."::J\':':IJJI‘)"""J
i | o O=C): | oo ! 0o 2 L 900 t§ Logic Diagram
Survey Paper Method Paper Benchmark Paper Theory Paper & Table Generation
Y
2-8
PART 1: Paper Retrieval and Attribute Vi —
Ll s o Forest <+—— (RAG) Retrieving Reference Papers Again 2-6 + )
Material Preprocessing Rewrite Draft — |2yl —— a* Draft Refinement
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SurveyX

—8— Autosurvey(64k)
—8— SurveyX
~®— Human

e SurveyX (Liang et al., Feb 20, 2025) Relovance 4
nogbupaeTcs K YeTI0BeYECKOMY YPOBHIO 1
naxe Ha 6ase GPT-40

Coverage

e Auyto 6yget c ol-pro, GPT-4.5,03 1 04, a
eLé uto 6yaert, korga GPT-4.5
COBMECTUTCA C reasoning?.. ;

Synthesis

Critical Analysis

Model Coverage Structure Relevance Synthesis Cr1t1ca.1 Avg | Recall Precision F1
Analysis
naive RAG 4.40 3.66 4.66 3.82 2.82 3.872 | 68.79 61.97 65.20
AutoSurvey 4.73 4.33 4.86 4.00 3.73 4.331 | 82.25 77.41 79.76
SURVEYX 4.95 4.91 4.94 4.10 4.05 4.590 | 85.23 78.12 81.52
Human 5.00 4.95 5.00 4.44 4.38 4.754 | 86.33 77.78 81.83



https://arxiv.org/abs/2502.14776

SurveyX

e [lpumepbl SurveyX AeNCTBUTENBHO XOPOLLM (XOTb U CO

CTpPaHHbIMK 6aramm)

A Survey

Transformer Models in Natural Language Processing: A Survey of Fundamental Concepts in Computational

Complexity Theory

www.surveyx.cn

Abstract

Transformer models have revolutionized natural language processing (NLP) by
introducing a robust architecture centered around self-attention mechanisms, en-
abling efficient handling of complex syntactic and semantic tasks. This survey
paper provides a comprehensive analysis of transformer models, emphasizing their
transformative impact across diverse NLP applications, including translation, sum-
marization, sentiment analysis, and question answering. The paper highlights the
advantages of transformers over traditional models like recurrent and convolutional
neural networks, particularly in managing long-range dependencies and contextual
relationships. Despite their successes, transformer models face challenges such as
computational complexity, data dependency, and adaptability to new languages and
tasks. The survey explores advancements in model efficiency, such as optimized
architectures and quantum computing principles, and discusses ethical considera-
tions, including bias mitigation and interdisciplinary applications. Additionally, the
integration of transformers with other AI technologies, such as generative diffusion
models and graph neural networks, is examined, showcasing their potential for
enhancing multimodal and domain-specific tasks. The paper concludes by em-
phasizing the ongoing evolution of transformer models, focusing on improving
model robustness, interpretability, and ethical deployment in sensitive domains.

WWWw.surveyx.cn

Abstract

This survey paper provides a comprehensive exploration of fundamental concepts
in computational complexity theory, focusing on key topics such as P vs NP, NP-
completeness, the polynomial hierarchy, space complexity, oracle separation, the
Cook-Levin theorem, time complexity, circuit complexity, and relativization. These
concepts form a structured framework for understanding computational limits and
potential breakthroughs in algorithmic design. The paper highlights the significance
of the P vs NP problem, underscoring its implications for eryptography, optimiza-
tion, and algorithm design. The study of NP-completeness and the Cook-Levin
theorem emphasizes the classification of inherently difficult problems. The polyno-
mial hierarchy extends the P vs NP question into multiple levels, offering insights
into the complexity of decision problems. Space complexity is examined in both
classical and quantum contexts, revealing the potential for quantum algorithms to
achieve significant space savings. Oracle separation and relativization are explored
as tools for understanding complexity class separations, although their limitations
necessitate the development of non-relativizing techniques. Circuit complexity
provides insights into resource measurement, with innovative approaches such as
thermodynamic perspectives and hybrid circuits offering new methodologies for
analyzing computational efficiency. The survey concludes by emphasizing the
interconnectedness of these concepts and the ongoing challenges in computational
complexity theory, highlighting the need for continued exploration of new method-
ologies and theoretical frameworks to advance our understanding of computational
limits and algorithmic design.



http://www.surveyx.cn/

SurveyX

e [lpumepsbl SurveyX AeUCTBUTENbHO XOPOLUM (XL
CTpPaHHbIMK 6aramm)

Transformer Models in Natural Language Processing: A

A Survey \ ’5

Abstract,

Transformer models have revolutionized natt
introducing a robust architecture centered arot
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phasizing the ongoing evolution of transformer models, focusing on Tpre?Thg

model robustness, interpretability, and ethical deployment in sensitive domains. limits and algorithn it Welen.

@ relativization. These

‘ omputational limits and
Paper highlights the significance
e Plications for cryptography, optimiza-

o #?0f NP-completeness and the Cook-Levin

‘ on of inherently difficult problems. The polyno-

“ Vs NP question into multiple levels, offering insights

dCcision problems. Space complexity is examined in both

Um contexts, revealing the potential for quantum algorithms to

ant space savings. Oracle separation and relativization are explored

'or understanding complexity class separations, although their limitations
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interconnectedness of these concepts and the ongoing challenges in computational
complexity theory, highlighting the need for continued exploration of new method-
ologies and theoretical frameworks to advance our understanding of computational
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8. Al h HOBble pe3ynbTaThbl

YACL ACL
2025

First Fully
Al-Written
Paper

PeBontoLuun, NponucxoasLLme Ha NoBEPXHOCTU XU3HM,
HUYEero CyL,ecTBEHHOrO HAKOrla He MEHSIIOT U He
OTKPbIBAOT, OHW NNLLIb... NO-HOBOMY NepecTaBnsAoT
BCE Te Xe 3/IEMEHTbI U ABMAIOT cTapble 06pa3bl B
HOBbIX ofefAHuAX. PeBonouunsa Bcerga ectb B
3HauYUTENIbHOWM CTENEHN MacKapaj, 1 ecnin copBaTb
MacKWM, TO MOXXHO BCTPETUTb CTapble, 3HaKOMbIe NunLa.
HoBble aywin poxaatoTcs No3xe, nocne rnyb6okoro
nepepoXXJeHNs U OCMbICIMBaAHUA OMNbiTa PEBOFOLIUN.

Hukonan bepgses. [yxu pycckou peBoroLynmn



Kak Tam npyBeepbl?

e Bo-nepBblx, BepHEMCA K NpyBepamM: MOXHO JIN BCE- LLMs + Theorem Provers;

Autoformalj

zation & Proof Search

Y. e ———

Taku npocutb LLM nopoxpgaTb NnpoBepsemMble
[,0Ka3aTeNbCTBa, UK KO, UX NMOPOXKAAOLLNNA, U e N
YTO-TO eLle?.. Rl e

e Lietal (2024): A Survey on Deep Learning for
Theorem Proving

Proof Searh

o autoformalization: nepeBogum TekcToBoe NN s
[0Ka3aTeNbCTBO B KoA Ans proof assistant e = e

o premise selection: kakve neMmMbl MOryT OoKkasaTbCs Austomel B2 -
NnonesHbIMn? a—

o proofstep generation: npeackasbiBaemM oAuH Liar
AoKasaTesnbCTBa

proof search: NnofHOLEHHO ULLEM J0Ka3aTeNIbCTBO



https://openreview.net/pdf?id=zlw6AHwukB

e Lietal (2024): cOTHM m

Kak TaM HPYBepr7 cTaTei, Kyda MeTo/0B, 3TO

Data Collection

Data Generation

BOT TOJIbKO AaTaCeTbl

Natural

Language E.g., NL-PS (Ferreira & Freitas, 2020a), NaturalProofs (Welleck et al., 2021), NaturalProofs-Gen (Welleck et al., 2022)

E.g., GamePad (Huang et al., 2019), CoqGym (Yang & Deng, 2019), Proverbot9001 (Sanchez-Stern et al., 2020), PRISM (Reichel et al., 2023),

& Graph2Tac (Rute et al., 2024)

e

I

Tsabell E.g., IsarStep (Li et al., 2021a), PISA (Jiang et al., 2021), miniF2F (Zheng et al., 2022), MAPL (Mikula et al., 2024), Selene (Zhang et al., 2024),
panele FVELer (Lin et al., 2024b), PutnamBench (Tsoukalas et al., 2024)

!

E.g., LeanStep (Han et al., 2022), miniF2F (Zheng et al., 2022), FIMO (Liu et al., 2023), TRIGO (Xiong et al., 2023), LeanDojo (Yang et al., 2023),

Lo ProofNet (Azerbayev et al., 2023), miniCodeProps (Lohn & Welleck, 2024), PutnamBench (Tsoukalas et al., 2024), LEAN-GitHub (Wu et al., 2024)

|

—(HOL Light }—{(E.g, HolStep (Kaliszyk et al., 2017), HOList (Bansal et al., 2019), miniF2F (Zheng et al., 2022)

—(Mizar HE.g., MPTP2078 (Alama et al., 2014), Mizar40 (Kaliszyk & Urban, 2015b), M2K (Kaliszyk et al., 2018)

Other E.g., TPTP (Sutcliffe, 2017), TacticToe (Gauthier et al., 2020), set. mm (Lample et al., 2022), MLFMF (Bauer et al., 2023), UniGeo (Chen et al., 2022)
Languages IMO-AG-30 (Trinh et al., 2024)

N NG NN N AN AN

JESE

Pre-training E.g., WebMath (Polu & Sutskever, 2020), Proof-Pile (Azerbayev et al., 2023), MathPile (Wang et al., 2023b), OpenWebMath (Paster et al., 2024),
Corpora Proof-Pile-v2 (Azerbayev et al., 2024), DeepSeekMath (Shao et al., 2024), InternLM-Math (Ying et al., 2024b)

Rule-based E.g., INT (Wu et al., 2021b), MetaGen (Wang & Deng, 2020), LIME (Wu et al., 2021c), FwdP (Firoiu et al., 2021), PropL (An et al., 2024),
Generators AlphaGeometry (Trinh et al., 2024), AIPS (Wei et al., 2024)

1

Iterative
Augmentation

E.g., LEGO-Prover (Xin et al., 2024b), REFACTOR (Zhou et al., 2024b), ATG (Lin et al., 2024c)

E.g., DeepHOL (Bansal et al., 2019), GPT-f (Polu & Sutskever, 2020), FMSCL (Polu et al., 2023), HER (Aygiin et al., 2022)

!

formalization Lean Workbook (Ying et al., 2024a)

=
G I A T (e CHE ) GRS,

Auto(in)- E.g., MMA (Jiang et al., 2023a), FormL4 (Lu et al., 2024), MUSTARD (Huang et al., 2024), DeepSeek-Prover (Xin et al., 2024a),



https://openreview.net/pdf?id=zlw6AHwukB

Kak Tam npysepbi? crares,

Data Collection

e Lietal (2024)

BO

%?’:ﬁ;aalge }—( E.g, NL-PS (Ferreira & Freitas, 2020a), Naturally ,‘09 “0
* \
E.g., GamePad (Huang et al., 2019), Co ° e ‘ eichel et al., 2023),
Graph2Tac (Rute et al., 2024) o.e
> “ y A
Eg., IsarSt.ep (Liet al., 20 o 6 GQ a\ /(e (Zhang et al., 2024),
© A% 0 ~
a‘ o e 0 ., 2023), LeanDojo (Yang et al., 2023),
3 “\ et al., 2024), LEAN-GitHub (Wu et al., 2024)

-

N i

Data Generation

ample et al., 2022), MLFMF (Bauer et al., 2023), UniGeo (Chen et al., 2022),

e“ aliszyk et al., 2018

N \e .
‘v ‘ \ erbayev et al., 2023), MathPile (Wang et al., 2023b), OpenWebMath (Paster et al., 2024),
D “e ath (Shao et al., 2024), InternLM-Math (Ying et al., 2024b)
-

eb\ /ﬁng & Deng, 2020), LIME (Wu et al., 2021c), FwdP (Firoiu et al., 2021), PropL (An et al., 2024),

7 AIPS (Wei et al., 2024)
e

/(et al., 2019), GPT-f (Polu & Sutskever, 2020), FMSCL (Polu et al., 2023), HER (Aygiin et al., 2022)

/(O—Prover (Xin et al., 2024b), REFACTOR (Zhou et al., 2024b), ATG (Lin et al., 2024c)

Auto(: E.g., MMA (Jiang et al., 2023a), FormL4 (Lu et al., 2024), MUSTARD (Huang et al., 2024), DeepSeek-Prover (Xin et al., 2024a),

formalization

N NS el N oA\ o N TS Na o N s\ N N N )

Lean Workbook (Ying et al., 2024a)



https://openreview.net/pdf?id=zlw6AHwukB

Google Co-Scientist

PATTERN

e Google Co-Scientist (Gottweis et al., Feb 19, ~ DISCOVERSY
2025): MynbTHareHTHas cuctemMa ans 3¢ ‘
MOMOLLM XXUBbIM YYEHbIM Ha BCEX YPOBHSX A i

PROBLEM

e COCTOMT N3 HECKOJIbKUX areHTOB Ha OCHOBE o

HYPOTHESIS

GENERATION

Gemini 2.0: Generation, Reflection, Ranking,
Evolution, Proximity, Meta-review

e B LenoM CTpyKTypa BbIrNSANUT abCoOMOTHO ~ CODE == EXPERT = PUBLICATION
eCTeCTBEHHO, Nof06Hble paboThbl YXKe 6bINK



https://research.google/blog/accelerating-scientific-breakthroughs-with-an-ai-co-scientist/
https://research.google/blog/accelerating-scientific-breakthroughs-with-an-ai-co-scientist/

Google Co-Scientist

Scientist inputs

Research goal

Scientist describes a
research goal along with

Scientist =
preferences, experiment
constraints, and other
The scientist interacts attributes.
with the system by
specifying a research Add idea
Review idea

goal in natural language.
They can also suggest
their own ideas and
proposals, provide
feedback and reviews,
and interact via a chat
interface to guide the
co-scientist system. ﬁ
Discus;via\'
chat interface

Discuss research

Research proposals and
overview

Top-ranked research
hypotheses and proposals
are summarized into a
research overview and

KWKN-2025

The Al co-scientist multi-agent system

Generation agent

Research plan

Ranking agent G

tournaments

Reflection agent
Full review with web search
Research ypotheses Simulation review
comparison and ranking
with scientific debate in
tournaments. Limitations
and top win-loss patterns
are summarized and
provided as feedback to
other agents. This enables
iterative improvement in
quality of research
hypothesis generation

creating a v
self-improving loop. G

Tournament review
Deep verification

Evolution agent

Inspiration from other ideas
Simplification
Research extension

Proximity agent

Meta-review agent

Research overview formulation

shared with the scientist.

Al

Al co-scientist

The Al co-scientist
continuously generates,
reviews, debates, and
improves research
hypotheses and
proposals toward the
research goal provided
by the scientist.

Tool Use
. Search
Additional tools

Memory



Google Co-Scientist

.

A

e Pas3HuuUaB
TOM, YTO
Co-Scientist,
Nno BCeun
BUONMOCTM,
n npasaa
paboTaeT

Application

e B TOM
yucne
6naropaps
paccyxna-
FOLLIUM
Mo ensm

Basic research

<
«

Suggest an existing drug that could be
‘repurposed for acute myeloid leukemia (AML)
treatment and provide experimentally
testable concentrations for an IC50 assay.
The drug should inhibit the proliferation of
AML cell lines, particularly MOLM13.

With preclinical evidence
Binimetinib, Pacritinib, ...
Completely novel repurposing
KIRA6, Leflunomide, ...

The Al co-scientist generates predictions for AML drug
repurposing. Scientists review and selects candidates for
in vitro experiments.

Scientist provide research goal to identify possible drug
repurposing candidates for acute myeloid leukemia (AML).

KWKN-2025

Suggested drug
Suggested novel drug

AML cell activity

Drug concentration

In vitro experiments show that the proposed co-scientist drug
repurposing candidates inhibit tumor activity in AML cell lines.

Drug repurposing for acute myeloid leukemia (AML)

Propqse & qovel hyp_o e ab.out.spemﬁc . The Al co-scientist identifies 5
epigenetic alterations contributing to B TR
myofibroblast formation in liver fibrosis. Pig 9

The Al co-scientist proposes several epigenetic

Scientist specify research goal to identify novel epigenetic
target candidates for in vitro experiments.

targets for liver fibrosis.

® Disease

o progression
a

E=

O

I et EEwwws--sasass- -l ————— L Untreated
L — ] p— —

2

8

& Fibrosis ~ Fibrosis ~ Suggested Suggested ,— FDA-approved
e inducer  inhibitor drug1 drug 2

In vitro experiments show that the drugs based on co-scientist suggested
epigenetic targets reduce the fibrogenesis in human hepatic organoids.

Identifying novel treatment targets for liver fibrosis

Hypothesis generation —  Experimental validation

e — 2015-2024: Scientists create novel
] 3 . hypothesis, and validate experimentally

Why are cf PI'CIS fow:‘d in over ~ 10 years of iterative research
many bacterial species?

Scientists start exploring the cf-PICI
mechanisms in 2015.
2024: The Al co-scientist generated
research hypothesis recapitulates the
empirical findings in 2 days

Independently propose the same hypothesis

—> New insights submitted to a top journal

Recapitulate result

The Al co-scientist hypothesis
Conserved regions on capsids and tails
Capsid interaction with bacterial membranes

Parallel in-silico discovery of bacterial gene transfer mechanism relevant to antimicrobial resistance (AMR)



KWKN-2025

Scientists spent 10 years on a superbug

e [loka rnaBHbIf NpumMep — OT mystery - Google's Al solved it in 48 hours

Jose Pen_adeS' MVIKpO6I/IOJ'IOFa The co-scientist model came up with several other plausible solutions as well
M3 Imperlal COIIege London By Shawn Knight February 21, 2025 at 2:22 PM 20 comments

Google Co-Scientist

e OH 3apan Co-Scientist'y
BOMPOC, Ha KOTOPbIN 3HaI
OTBET, HO OTBET €eLlE He bblN

PROFESSOR

0] ﬂy6f| MKOBaAH Analysis and Technology Jose Penades, FRS
e U cuctema Bbigana Can Google's new research assistant Al
npaBuNbHbIA OTBET NepBbiM,  give scientists 'superpowers'?
a eule fajia HECKOJIbKO Researchers who have been given access to Google's new Al "co-scientist" tool are
APYrMX NHTEPECHbIX Vl,D,eVI enthusiastic about its potential, but it isn't yet clear whether it can make truly novel
discoveries
e B aTOM npumepe He BCE TaK By Michael Le Page
r]pOCTO’ KOHeyHO £ 19 February 2025



Stacked novelty and impact ratings of models

8
Novelty
I t
7 mpac
L] L]
Google Co-Scientist i
25 e 2.82 oy
E ' 3.09
B4
[J]
o ,El,a N OLUEHKUN, KOTOPbIMU XBaAaCTaeTCA CaM £
73
Google, He TaK yXX y6eguTenbHbl
2
3.64 3.55 327 3.00
.o i
e Ho npuMmep BCe paBHO BNeYvyatTndaeT
0 Al co-scientist Gemini 2.0 Gemini 2.0 OpenAl o1
Conventional experimental pipeline Al co-scientist assisted hypothesis development Flash Thinking  Pro Experimental
Building on decades of research Experimental 12-19
: i A f Aver ranking of model
2013 Propose cf-PICls - Development of the Al co-scientist |~ 2024 _30 Gragail mkang ar redols
l . ‘ l : §_
e Y =
Expansion of cf-PICls proposal in The Al co-sclentist 2025 <
: < ; ; : generates =
_...numerous bacterial species L%Zr:éc:l ;zze::'f:g?sl::?::\ﬁ:t H hypotheses for the role and i 2.8 278
l T importance of cf-PICls in §
2015 Scientist asked themselves why are P penemus Bactadal species E
cf-PICls found in so many bacterial BT l =26
species -7 : s b S
Hypothesis development for The co-scientist ranks hypotheses 2 3 2.45 2.45
conservation and use of cf-PICIs in - AI based on novelty, feasibility and @ <
bacteria to be studied with in vitro ; testability Son £
experiments : l 2
S 1 o, Recapitulate results Topco-scigntistgeperated é
2025 Experimental results demonstrating - | . ‘ hypothesis recapitulate S22
role and importance of cf-PICls experimental findings without @ <
WS Ro—— : previous insights =
iz ) \ 4 S
>
/ <20 : .
Novel solutions to combat .- ’ Al co-scientist Gemini 2.0 Gemini 2.0 OpenAl o1
1 Flash Thinking  Pro Experimental

firicrotisiredl
CIEGIEEEEIEENEES Experimental 12-19



310 Mou cnaua U3

Hon6psa 2024

[Tpumep n3 aerycrta 2024-ro

e Alresearcher (Lu et al., August 12, 2024): cuctema (KOTOPYHO Bbl MOXETE camu
YCTaHOBUTbL) XoAUT K Heckonbkum API (LLM, Semantic Scholar), ymeeT
MCNonb30BaTb MHGOPMaLIMIO U pecypcbl KOMMbtoTepa (CoOXpaHATb Beca
Mopenen) n caMocToATeNIbHO
nucaTtb U 3anyckaTb
KOJ, 9KCNEPUMEHTOB

@ Idea Generation :l Experiment Iteration ~= Paper Write-Up

il

------------

~\

e CTaTbu NokKa He _ ,[ LLM Idea/Plan ] © [ Manuscript
: Innovati Templ : :
reHuanbHble, HO Korga @ ==t emplate : 5 Tem:late
OHU NoJlyYaroTcA l ™ C4) : Text A via
aBTOMATUYECKMU... U, [Novelty Check] . (Updateian | : LLM & aider
. . pdate Plan | . =
ONSITb XKe, Aaxe Sem. Scholar LLM & aider R e g Y .
Manuscript
01 HaBepHAKa 3TO l :
3HA4YNTEJIbHO yﬂ )”‘I WnT Idea scoring / Experiment Numerical LLM Paper
archiving Exec Script Data/Plots Reviewing



https://arxiv.org/abs/2408.06292
https://github.com/SakanaAI/AI-Scientist?tab=readme-ov-file
https://github.com/SakanaAI/AI-Scientist?tab=readme-ov-file

KUN-2025
Al Scientist-v2

e (Guess what? Nony4unnocsb!

e Al Scientist-v2 (Sakana Al, 12 mapTta 2025) cMorna HanucaTtb CTaTblo,
KoTopas npowna Ha ICLR 2025 Workshop “I Can't Believe It's Not
Better: Challenges in Applied Deep Learning”!

e 3ajanu TemMy, Hanucanu

. T4 ICLR Workshop
HECKOJIbKO cTaTew s Scores
MOJIHOCTbHO aBTOHOMHO, Compositional Regularization: Unexpected Obstacles in T
end'tO'end, Bb|6paﬂ|/| Enhancing Neural Network Generalization s
Tle leqLLlVlX, nogasiu Real-World Challenges in Pest Detection Using Deep 374
Ha WOI‘kShOp — N BOT Learning: An Investigation into Failures and Solutions o
pe3yJibTaTbl. Unveiling the Impact of Label Noise on Model Calibration 233

in Deep Learning



https://sakana.ai/ai-scientist-first-publication/
https://sites.google.com/view/icbinb-2025
https://sites.google.com/view/icbinb-2025

KUN-2025
Al Scientist-v2

e 9T0 BU AMMO COMPOSITIONAL REGULARIZATION:
! ! UNEXPECTED OBSTACLES IN ENHANCING NEURAL

repBafd Nno- NETWORK GENERALIZATION

HacTosLEeMY

MOJIHOCTbHKO ga?pgrlylglg;sditgig-rglind review
aBTOMaTnN4yeCKHU

NOPOXKAEHHAS AESIHAGT

cTaT bﬂ, Neural networks excel in many tasks but often struggle with compositional gener-
alization—the ability to understand and generate novel combinations of familiar
rl po Lu e ﬂ' Lu a ﬂ components. This limitation hampers their perfqrmance on t.asks requiring' sys-
tematic reasoning beyond the training data. In this work, we introduce a training
Ce p b é3 H bl [;1 p e er method that inc'orporates an explicit compositional regularization term into the
loss function, aiming to encourage the network to develop compositional repre-

. sentations. Contrary to our expectations, our experiments on synthetic arithmetic
reVI eW I/I ﬂ p VI HﬂTaﬂ expression datasets reveal that models trained with compositional regularization

do not achieve significant improvements in generalization to unseen combinations

B XO po L ee M eCTO compared to baseline models. Additionally, we find that increasing the complex-

ity of expressions exacerbates the models’ difficulties, regardless of compositional
regularization. These findings highlight the challenges of enforcing compositional

structures in neural networks and suggest that such regularization may not be suf-
-] P s iR cORpGAIEiGiiA] FESEEIAHGR.




Robin

e Ho He
nocnenHAs!
Cuctema Zochi
(Intology Al,
March 2025)
aBTOHOMHO
Hanucana
CTaTbtO, KOTOPYHO
npuHAnu Ha ACL
2025, Ha
rnaBHblIN Tpek!

The 63rd Annual Meeting of the Association for Computational
Linguistics

Your Submissions Author Tasks
# Submission Summary Official Review Decision
5156 Tempest: Automatic Multi-Turn Jailbreaking of 0 Official Reviews Submitted ACL 2025 Main
Large Language Models with Tree Search Average Rating: N/A (Min: N/A, Max: N/A) Recommendation:
Andy Zhou @, Ron Arel © Average Confidence: N/A (Min: N/A, Max: N/A)

Accept (Main)

Meta Review of Submission5987 by Area Chair GMh9 &

Meta Review by Area Chair GMh9 @ 09 Apr 2025, 14:20 (modified: 24 Apr 2025, 10:02) ® Senior Area Chairs, Area Chairs, Authors, Reviewers Submitted, Program Chairs, Commitment Readers
B Revisions
Metareview:
The paper introduces TEMPEST, a multi-turn adversarial framework that employs a tree search approach to assess the safety of Large Language Models (LLMs) by exploring multiple conversation
paths and tracking incremental policy breaches. By utilizing a cross-branch learning mechanism, TEMPEST efficiently identifies model vulnerabilities and demonstrates how small compliance
concessions can accumulate into significant security failures. Evaluations show TEMPEST achieves 100% success rates on GPT-3.5-turbo and 97% on GPT-4, surpassing single-turn and existing multi-
turn adversarial methods. This innovative methodology emphasizes the importance of simultaneous exploration in comprehensive safety testing of language models.

Summary Of Reasons To Publish:
All reviewers agreed that the tree search methodology represents a significant advancement by allowing multiple conversation paths to be explored simultaneously, rather than depending on a
single dialogue thread.

Reviewers appreciated the innovative ability of the framework to quantify incremental safety erosion and exploit minor policy breaches, which contributed to TEMPEST achieving an impressive
success rate of 97-100% against the evaluated LLMs.

Reviewers highlighted the paper's clear and fluent structure, noting that it is well-organized and logically detailed, particularly in the methodology section.

The intriguing combination of minor concessions within the tree search context and the unique perspective in revealing security vulnerabilities of LLMs were also praised as distinctive aspects of
the approach.

y Of Sugg d Revisi
Limitation of Model Evaluation: A reviewer wished authors had evaluated a broader range of models beyond just GPT-3.5-Turbo, GPT-4, and Llama-3.1-70B, noting the omission of important families
like Claude, Gemini, and others, which limits the generalizability of the findings. Authors have conducted additional experiments on a more diverse set of models and will include these in the final
version of the paper.

Insufficient Dataset Validation: A reviewer noted that the paper's evaluation relied solely on the JailbreakBench dataset, questioning its effectiveness across various types of harmful content and
adversarial scenarios. Authors agreed and have thus extended their evaluation to include HarmBench and StrongReject datasets; the results confirm TEMPEST's effectiveness, which they will
include in the paper.

Missing Related Work: A reviewer felt that the paper fails to discuss several key related works in multi-turn jailbreaking and red teaming, which could enhance the overall context and relevance of
the research. Authors have acknowledged this and will incorporate discussions of these related works in the revised version.

Lack of Detail in Methodology: A reviewer indicated that the paper could benefit from more detailed methodological explanations, such as providing full prompts and additional context regarding
the attacker LLM. Authors addressed this concern in their rebuttal and should include these details in the final version.

Need for In-depth Analysis: One reviewer suggested that authors should elaborate on the accumulation of minor concessions leading to fully disallowed outputs to clarify this aspect of their
findings. Authors should expand on this analysis in the final version.

Inclusion of Defense Experiments: A reviewer recommended that authors include defense experiments, such as testing against models like Llama Guard-3, to provide a comprehensive view of
TEMPEST's effectiveness. Authors agreed, showed preliminary experiment, and will include a full set of defense experiments in the final version of the paper.

Concerns Regarding Attacker LLM's Capabilities: One reviewer pointed out that the proposed method relies on a capable attacker LLM, raising concerns about its ability to generate harmful
responses itself. Authors have addressed this in the rebuttal and will clarify these concerns in the final version.

Method’s Efficiency Issues: One reviewer expressed that the efficiency of the method is a concern due to the reliance on exploring multiple jailbreaking prompts through tree search. Authors have
responded by demonstrating that their method is actually more efficient than existing methods and will include this information in the next version of the paper.

.

Overall Assessment: 4.0 = Conference: I think this paper could be accepted to an *ACL conference.
Reported Issues: ® No
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~ I Abstract 2024a; Ren et al., 2024; Zhao and Zhang, 2025; Yu

rNmaBHbIN TpeK' ' _ ' et al., 2024). The dynamic nature of chat inter-

o We introduce Tempest, a multi-turn adversarial faces presents unique challenges for safety testing,

® KCTaT U ) O CaMOu L R G GBS (S| Sl S O as adversaries can adapt their strategies based on

L L Model (LLM) safety through :
arge Language Model ( ) safety through a model responses and gradually accumulate partial

cTaTbe TO)Xe tree search perspective. Unlike single-turn jail- . :
breaks that rely on one meticulously engineered compliance across multiple turns.
M H Te p eC H O prompt, Tempest expands the conversation at Traditional approaches to evaluating LLM safety
each turn, branching out multiple adversarial have focused primarily on single-turn attacks,
noroeo p UTb... prompts that exploit partial compliance from where carefully engineered prompts attempt to

previous responses. Through a cross-branch elicit harmful resionses in one shot iZou et al.I
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9. Tekyllee NonoXXeHue pen

/ BREAKING: Al PROVES...

e

Corpa)xaaHe! Bo-nepBbliXx, He JO/KHO
npefaBaTbCA YHbIHUIO MPU HAaCTOALLEM Aef
NOSI0XEHWNU, CKOSb 6€4CTBEHHBIM OHO HU
KakeTcs. 60 4To npexae 6b1510 BaM O4YeHb
BpeAHO, TO caMoe 06ellaeT BeNMKNe Bbiroabl Ass
éyaywiero. A 4To 310 Takoe? To, YTo Aena B XyaAoM
MNOSIOXEHNK MO NPUYNHE 6eCrnevyHOCTN Ballen 1
HepageHua.

[lepBoe cnoBo [lemocpeHoBo npoTus Gununna



[lo6en Bce 6eHYMapKu Ao 3aBTpa

e Aygiin et al. (DeepMind, September 8, 2025): coyeTaHue
noucka no gepesy (kak B AlphaGo), no6aBneHusa ngen ns
Hay4yHou nuTepaTtypsbl (Yepes LLM) n pekoMmbrHaLmu
MeToA0B (Kak B reHeTUYEeCKOM NPorpaMMUpoBaHnm)

a Tree of candidate
code solutions
Scorable
problem
@ Improvement
Prompt — LLM
Research
ideas

Code N .
sandbox Finish  Further exploration
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e Aygiin et al. (DeepMind, September 8, 2025): cucteme Hy>KHa YNCNEHHAsA OLLEHKA,
KOTOPYH HY>XHO Yy/y4LlIUTb, BOBMOXHOCTb NMUcaTb KOA N YMTaTb CTaTbM
e [lanblle NOUCK NO AepeBy, r4e y3/bl — 3TO BEPCUU MporpamMmbl
e Ecnu kakas-To Mmoandukaums ynyywimna oueHKy, cuctemMa c 6onbLien
BEPOATHOCTbIO ByAeT uccnenoBaTb 3Ty BETKY Aasblue
S B Te000w:
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[lo6en Bce 6eHYMapKu Ao 3aBTpa
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Ckayku B METPUKE MOXXHO COMNOCTaBUTb C KOHKPETHbIMHU
naeamMu, noasnBLLUNMMNUCA B KOAE

hrt.)c #2418

Generate prompt with method description

Tree search

Base i Method prompt with
Method | —— Description = method

description

[T
Seed Tree Search with the prompt
3 replicas

[l

Tree search hill climbing

= 0 g

F
Tree Search Replica 1 Tree Search Replica2  Tree Search Replica 3

Identify a top node based on hill cllmbmg score

Method script from top node:
def eliminate_batch_effect_fn(adata)
sc.pp.normalize_total(adata)

Tralnlng Splll

= g g g

Tree Search Replica 1 Tree Search Replica2  Tree Search Replica 3

PCA mear g with ComBat gene expr {
Correct PCA embedding by aligning batch means
Optimized batch-aware k-NN graph construction.
Optimize neighbor search using vectorized batch-wise queries
100 200 300 400 500

Number of Nodes

Select the best implementation based on validation score

Valldatlon
Splll

Tree Search Replica1 Tree Search Replica2 _ Tree Search Replica 3

Evaluate the best implementation on the holdout datasets

OpenProblems.bio
Holdout Datasets

Final score



Aygun et al.

e Hanpumep, cuctema
npuaymMmana HoBbIU
MeTtop batch
correction ans
single-cell gaHHbIX,
o6beanHnB ComBat
(rnobanbHas
NIMHENHas KoppeKLus)
v BBKNN (nokanbHas
KOppeKums yepes
6nvKanLwnx cocenen)

Perfect embeddin
by celitype with jifter

BBKNN (TS)
ComBat (TS)
Harmony (TS)
No advice (TS)
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scVi
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Scanorama (TS)
fastMNN (TS)
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mnnCorrect (TS)

Scanorama

Shuffle integration
by batch

mnnCorrect
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train set test set
® ABOTbnnxe K 445.001 fsin(x2)dx 446.021 f(sin“ (ax?) - sin® (bx?) ) dx
MaTeéMaTuKe:. aBTOpPbI % %
Co3anu aaTaceT us 38 445.017 [ sin (ax?) cos (2bx) dx 446.045 [ x cos (ax?) cos (2bx) dx
0 0
CIIOXHbIX MHTErpasios 447.012 [ sin (a_x2+L;—2)cos(2bx)dx 449.013 [ x#~1sin (ax) cos (bx) dx
0 0
(scipy He 6epéT), Ha 458.031 [ (ks - ki) sin(@ax | des.o0p [ (e
) 0 0
NosIoBUHE cUCTeMaA 462.034 [ TG00 gy 465.013 [ ST (dginix(emsd) gy
0 0
oueHunBalsla pe3yJ/ibTaTbl 477.049 [ xeinlegrcos(@) gy 467.025 f“:l%dx
0 0 X'Vsin® (x)+
MCTS, a nonosunHa 478.036 f“"““’*“‘;""’“i“‘"”” dx 478.031 fmsin(ax")dx
6blnia TECTOBOM g | .
487.011 Of%(azmz (x)+<b2»sm2 Sl 478.050 [ ) dx

e 171319 TecTtoBbIX
NHTErpanoB pewnsincb ¢
OLIMBOKON MeHblle 3%




TeopeMbl U3 TeOPETUYECKON MHDOPMATUKMU

Nagda et al. (DeepMind, Sep 30, 2025):
ganyctunu AlphaEvolve Ha 3agavax 13
TeopeTnyYeckon MHPopMaTUKHN

Ana 3agaum MAX-4-CUT (MakcumarnbHoe

CeYEHME Ha YeTbIPe MHOXECTBA) OLIEHKY
HenpubnmxaemocTu B 0.9883 ynydwmnnmn go
0.987 4yepes MOLLHbIN ragXXeT n3 19 BepLUUH
C OYeHb pa3HbIMU BecaMu pebep

N Hawnun HOBbIN 4-perynsipHbli rpad
PamaHyakaHa ¢ 60/bLLUMM 2-ce4yeHneM (3To
HY>XHO ANns oueHok MAX-2-CUT B cpeiHeM)



https://research.google/blog/ai-as-a-research-partner-advancing-theoretical-computer-science-with-alphaevolve/
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Malliavin-Stein experiment

e Ho yTo Xe c caMoit MaTeMaTUKON? Mathematical research with GPT-5: a
Malliavin-Stein experiment

e Diezetal (Sep3,2025): aBTOpbI
nonpocunun GPT-5 fokasaTb HOBYHO

Charles-Philippe Diez* Luis da Maia* Ivan Nourdin*

Teopemy O BbiMyK/1ion ontnMmn3auunn, Abstract
On August 20, 2025, GPT-5 was reported to have solved an open prob-
6yKBa n b H O: lem in convex optimization. Motivated by this episode, we conducted a

controlled experiment in the Malliavin—Stein framework for central limit
theorems. Our objective was to assess whether GPT-5 could go be-

4.1.1 Gaussian framework yond known results by extending a qualitative fourth-moment theorem
to a quantitative formulation with explicit convergence rates, both in the
We started with the following initial prompt: Gaussian and in the Poisson settings. To the best of our knowledge, the

derivation of such quantitative rates had remained an open problem, in

. . . the sense that it had never been addressed in the existing literature. The
Paper 2502.03596v1 establishes a qualitative fourth moment present paper documents this experiment, presents the results obtained,

theorem for the sum of two Wiener-Itd integrals of orders and discusses their broader implications.
p and q, where p and q have different parities. Building

on the Malliavin-Stein method (see 1203.4147v3 for details),
could you derive a quantitative version for the total variation
distance, with a convergence rate depending solely on the
fourth cumulant of this sum?



https://arxiv.org/abs/2509.03065
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Malliavin-Stein experiment

I think you are mistaken in claiming that (p+¢)!|u®v|?> =

'g!||lul|?||v]|?. Why should that be the case?
e I nocne Takoro sanpoca asTopbl Plgful el Why should that be the case
It eventually admitted (which is not surprising, since by alignment it usually
OTMeqamT' 4TO B IDIOKa3aTen bCTBE agrees with us) that the statement was false, but more importantly, it under-
6b| na OLUM6Ka n GPT-5 stood where the mistake came from. This was followed by a reasoning and a
6 ! formula that, this time, were correct.
nOTpe OBaJioCb ax ‘D'Ba Ha Bo‘u'ﬂ LU'MX Then, at our request, GPT-5 reformatted the result in the style of a research

n po MMATAa (l), L|TO6 bl OLUN 6|-(y MOHATDb article, including an introduction, the presentation of our main theorem, its

proof with all the details (correct this time!), and a bibliography. The exact

M MC”paBMTb prompt was:
" Turn this into a research paper ready for submission. Follow
® 3aTeM GPT 5 cam npve'u'nO)KV‘l’n my style (see attached paper 0705.0570v4):

- start with an introduction giving some context,
paCCMOTpeTb ﬂ'pyrow Cnyqam’ B - then present the main result, followed by a very detailed
HEM OlATb 6b|ﬂa OLUM6Ka, 7 proof where no step is left out,

HOHaAO6MHOCb yKasaTb Moiulen” Ha ’I‘hzllflirsxglwclizlc’:lmane;:mzll;zzidb‘tl):l:ofz?e);yéile that I can compile.

Heé! [Tocne atoro GPT-5 3a Tpu-
yeTblpe NpomMmnTa NPULLEN K
BEPHOMY pe3ynbTaTy




Malliavin-Stein experiment

e YTO XXe 3ak/iro4aloT aBTOpr?

4.1.3 Role of the AI

To summarize, we can say that the role played by the Al was essentially that of
an executor, responding to our successive prompts. Without us, it would have
made a damaging error in the Gaussian case, and it would not have provided
the most interesting result in the Poisson case, overlooking an essential property
of covariance, which was in fact easily deducible from the results contained in

the document we had provided. .
5 Some personal reflections

Overall, the experience of doing mathematics with GPT-5 was mixed. It felt
very similar to working with a junior assistant at the beginning of a new project:
exploring directions, formulating hypotheses, searching for counterexamples,
and progressively adjusting statements. The AI showed a genuine ability to

e Ka)KeTCﬂ; 9TO Ha3blBaeTCA follow guided reasoning, to recognize its mistakes when pointed out, to propose
. new research directions, and to never take on the task. However, this only seems
COpIum... to support incremental research, that is, producing new results that do not re-

quire genuinely new ideas but rather the ability to combine ideas coming from
different sources. At first glance, this might appear useful for an exploratory
phase, helping us save time. In practice, however, it was quite the opposite: we

had to carefully verify everything produced by the Al and constantly guide it
o e i e




Godel Test

e Feldman, Karbasi (Sep 22, 2025): TecT [énens —
MoryT M LLM gokasbiBaTb NMPOCTble, HO HOBbIE
Teopembl?

e BoTyTO Nucan o6 atom TepeHc Tao, Korga
no3HakomMusca c o1

“The new model could work its way to a correct (and well-written) solution if provided a
lot of hints and prodding, but did not generate the key conceptual ideas on its own, and
did make some non-trivial mistakes. The experience seemed roughly on par with trying
to advise a mediocre, but not completely incompetent, graduate student. However, this
was an improvement over previous models, whose capability was closer to an actually
incompetent graduate student. It may only take one or two further iterations of improved
capability (and integration with other tools, such as computer algebra packages and proof
assistants) until the level of ‘competent graduate student’ is reached.”

— Terence Tao



https://arxiv.org/abs/2509.18383
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e Feldman, Karbasi (Sep 22, 2025): panu nATb 3anpoCOB B TAKOM AYXe€:

Prompt to GPT-5

Consider the problem of maximizing a function F' from [0, 1]™ to the reals that is the sum
of a non-negative monotonically increasing DR-submodular function G and a non-negative
DR-submodular function H over a solvable down-closed polytope P. I would like to bound
the performance on this problem from the NeurIPS 2021 paper ”Submodular + Concave”
which is attached. Specifically, if x is the output vector of this algorithm and o is the vector
in P maximizing F, then I would like to lower bound F(z) with an expression of the form
a*xG(0) + B+ H(o) — err, where a and [ are constants. err should be a function that depends
only on the error parameter € of the algorithm, the diameter D of the polytope P, and the
smoothness parameters Lg and Ly of G and H, respectively, and goes to zero as € goes to zero.
Please give the best such bound that you prove (a bound is considered better if the values of
the constants o and (3 are larger). Provide a mathematically rigorous and well explained proof
for the bound you come up with.



https://arxiv.org/abs/2509.18383
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e Feldman, Karbasi (Sep 22, 20

Prompt to GP

, and goes to zero as € goes to zero.
a bound is considered better if the values of
ovide a mathematically rigorous and well explained proof

Please give the
the constants a 2
for the bound you's
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JIn4yHble cBUAEeTeNIbCTBA

e CKOTT AapOHCOH, OAUH 13
BeAyLWux crneunanncToB B
KBAHTOBOM TEOPUN C/IOXKHOCTU

e The QMA Singularity: B petanu
pe3ynbTaTa BAaBaTbCsl HE
6ynem, Ho GPT-5 Bbigana
KFOYEBYHO UAEH0, KOTOpas
NOTOM cpaboTana B
[loKa3aTeNbCTBe
(ma, NoKa He caMyHo CJIOXHYHO)

KNKN-2025

All this will, I hope, interest and excite aficianados of quantum complexity
classes, while others might have very little reason to care.

But here’s a reason why other people might care. This is the first paper I've ever
put out for which a key technical step in the proof of the main result came from
Al—specifically, from GPT5-Thinking. Here was the situation: we had an NxN

Hermitian matrix E(8) (where, say, N=2"), each of whose entries was a poly(n)-
degree trigonometric polynomial in a real parameter 6. We needed to study the
largest eigenvalue of E(8), as 6 varied from 0 to 1, to show that this Aqax(E(8))

couldn’t start out close to 0 but then spend a long time “hanging out” ridiculously
close to 1, like 1/exp(exp(exp(n))) close for example.

Given a week or two to try out ideas and search the literature, I'm pretty sure
that Freek and I could’ve solved this problem ourselves. Instead, though, I simply
asked GPT5-Thinking. After five minutes, it gave me something confident,
plausible-looking, and (I could tell) wrong. But rather than laughing at the silly AI
like a skeptic might do, I to/d GPT5 how I knew it was wrong. It thought some
more, apologized, and tried again, and gave me something better. So it went for
a few iterations, much like interacting with a grad student or colleague. Within a
half hour, it had suggested to look at the function

N 1
Tr( - BO) =3 15

It pointed out, correctly, that this was a rational function in 8 of controllable
degree, that happened to encode the relevant information about how close the
largest eigenvalue Apax(E(6)) is to 1. And this ... worked, as we could easily check

ourselves with no AI assistance. And I mean, maybe GPT5 had seen this or a
similar construction somewhere in its training data. But there’s not the slightest
doubt that, if a student had given it to me, I would’ve called it clever. Obvious
with hindsight, but many such ideas are.


https://scottaaronson.blog/?p=9183

JIn4yHble cBUAEeTeNIbCTBA

e A BOT (Ny6)NnM4yHOE CBNAETENIbCTBO MaTeMaTUKa
M Nnpenogasartesis MaTeMaTUKK

e (OcCob6eHHO XOpoLOo 3eCb CMOTPUTCA “OT pyKKn”...
Koraa aaxke 1 6bln CTyAeHTOM (a A eweé He
rny6oKui CTapuk), KOHCNEKTbI Befb
AEUCTBUTENIbHO OT PYKKU U nucanu!

e Mo onbIT (He COBCEM B YNCTOM MaTeEMATUKE)
TOXE B LIe/IOM NOATBEPXAAET 3TOT BbIBOA, — Mbl
BCE 60Jiblle CTaHOBMMCS MPOBEPAIOLLUMU U
NnocTaHOBLUMKAaMM 3a4ay, a He reHepaTopamMu
peLleHnun Unn gaxe naeun

tropical saint petersburg
KaK Hay4nTbCA NncaTh CTaTbi:

BOT €CTb Y M@HS HeCKO/IbKO NMPOEKTOB C Pa3HbIMU CTYAEHTaMU.
KaxeTcs, ceii4ac cambiii ObICTPLIZ cnocob Nucath CTaTbio —
HanucaTb Nepsblii ApadT Kak YroAHO KopABo (He obpaluas
BHUMaHWA Ha rpPamMMaTuKy, apTUKIN — NOXanyi, TONbKO CTPYKTYPY
CTOUT NPOAYMaTb) — a NOTOM 3acyHyTb B ChtGPT v NnpuHMMaTs v
OTK/IOHATL ero rMpejioxXeHys O TOM, KaK UTo rnepenucars.

|-|pl/| 3TOM, CKaXeM, 7 3Hat0, YTO XOPOLUO U YTO MN/I0XO, MO3TOMY
3Halo, Kakne npeanoxeHusa Al XopoLwiue, a Kakme Het. Ecnm
OCTaBUTb CTyJ€eHTa HaeaunHe C Al CKopee BCero, Nofy4ynTcs YTo-1o
coBCeM He TO.

Crapblii cnocob HanucaHvs Nepeoi CTaTby (HanpyMep,
nepenucbiBaHne OT Hayana 1 0 KOHLA OT PYKM) YXKe KaxeTcs
MOYTN HEBOMOXHLIM popcmpoBaTe. [la v Hago n? OcobeHHo, ecu
CTYAEHT B NMPUHLMME He MOXET HanuncaTb CBA3HbIV TeKCT HUKaKOoM
ANVHBL.

Ho v roBopuTe — nav 1 nonpocu chatgpt Bcé HanucaTk, HayaB ¢
OTCKaHUPOBAHHbIX YePHOBUKOB BbIUNC/IEHUI — TOXE HE OYeHb.

Al BoObLe yXe CNpaBAAeTCA C AOKA3aTeNbCTBOM IeMM Ha
MONCTPaHNYKK. TaK YTO CTYAEHYeCKUA NpoekT/cTaTbio Ha 10
CTpaHN4eK MOXHO Aenatb BoobLe 6e3 y4acTus CTyAeHTa,
AOCTaTOYHO 3HaTb, KaKve UMEHHO YTBepX/AeHNA BEePHbI (TO eCTb Kak
TONBLKO CTYAEHT AOrafancs, YTO UMEHHO HaJ0 A0Ka3blBaTh, TOUHYIO

. dopmynupoBky, Aanblue BCE MOXeT caenats Al). fl noka He

)

| |
| |

MOHVMaI0, Kak C 3TUM XUTb. 3a4eM My4aTbCs MHe Y My4aTbCs
CTYAEHTY, eCV JOCTATOUHO COOBLWMTL Al TOUHYIO GOPMYIUPOBKY, a
MOTOM TO/IbKO MepenpoBepsTs U MPUHUMATL UM OTKNIOHATbL
Npaeku.
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Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A:
The answer is 11.

answeris 9. o/

The

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

- _J
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possible values for x + y,

Let’s use "Sympy " to calculate and print all

Problem: Suppose that the sum of the squares of two complex
numbers x and yis 7 and the sum of their cubes is 10. List all
possible values for x + y, separated by commas.

x + y are \boxed{-5,1, 4}.

Removing duplicates, the possible values fov
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Problem:

a® +b+c,b? +c+a,c? +a+b to be perfect squares.

Example Math-Specialized Gemini 1.5 Pro output:

Since a? + b + ¢ is a perfect square, we must have a? + b + ¢ = %, which implies b + ¢ = 0. This is
contradiction since b and c are positive integers. Therefore, it is impossible to have all of the thre

numbers a + b + ¢, b + ¢ + a,c® + a + b to be perfect squares.

Let a,b,c be positive integers. Prove that it is impossible to have all of the three number

Without loss of generality, assume that a > b > c. Then a® +b+c¢ < a® +2a < a®> +2a+ 1 = (a + 1)?
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Prompt to GPT-5

Consider the problem of maximizing a function F from [0,1]" to the reals that is the sum
of a non-negative monotonically increasing DR-submodular function G' and a non-negative
DR-submodular function H over a solvable down-closed polytope P. I would like to bound
the performance on this problem from the NeurIPS 2021 paper ”Submodular + Concave”
which is attached. Specifically, if « is the output vector of this algorithm and o is the vector
in P maximizing F, then I would like to lower bound F(z) with an expression of the form
axG(0)+ B+ H(o) — err, where o and 3 are constants. err should be a function that depends
only on the error parameter € of the algorithm, the diameter D of the polytope P, and the
smoothness parameters Lg and Ly of G and H, respectively, and goes to zero as € goes to zero.
Please give the best such bound that you prove (a bound is considered better if the values of
the constants a and j3 are larger). Provide a mathematically rigorous and well explained proof
for the bound you come up with.
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ants o and 3 are larger). Provide a mathematically rigorous and well explained proof
or the bound you come up with.
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