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● 2007-2008 учебный год, Computer Science Club

● Что это был за курс?..

Как всё начиналось



1. Введение
2. Деревья принятия решений
3. Нейросети
4. Методы Монте-Карло
5. Генетические алгоритмы
6. Байесовские классификаторы
7. Байесовские сети доверия
8. Маргинализация, связь с теорией 

кодирования
9. Алгоритм передачи сообщений

10. Скрытые марковские модели
11. Сети Хопфилда
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Как всё начиналось

Как видите, это была сборная 

солянка, в которой была какая-

то внутренняя логика, но в 

основном я просто рассказывал 

о разных интересных штуках.

Первые шаги – они такие…



Основной источник

● Вскоре вышла книга, которая стала 
основным источником для моего курса 

● До сих пор каждый раз её рекомендую

● Кроме того, в курсе появились другие 
важные темы классического ML: SVM, 
обучение с подкреплением…



Версия 2014 года
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примера 
версия 2014 
года, из того 
же Computer 
Science Club 
(но в Казани)
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Версия 2025 года

● С тех пор прошло много времени, и в 
машинном обучении появилось очень 
много нового

● Но базовая структура остаётся той же, 
только добавился семестр (почти 
отдельный курс) по глубокому 
обучению; кстати, в 2017 вышла книга

● В итоге сейчас курс занимает четыре 
семестра лекций (обычно три 
календарных), около 60 
полуторачасовых занятий



Основы байесовского вывода

● Первый семестр — вероятностные основы машинного обучения
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Графические вероятностные модели

● Второй семестр — более сложные вероятностные модели, RL, разное
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Глубокое обучение

● Третий семестр — глубокое обучение (в 2025 ещё не дошли сюда)



Машинное обучение: основы

● В 2025 вышла 
моя книга, в 
которой 
фактически 
изложен 
(расширенный) 
первый 
семестр курса



Главные принципы

● Math first!

● Конкретные методы меняются 
быстро, а идеи остаются, хотя бы как 
пища для новых идей

● Задача преподавателя — дать 
понимание; хотя даже если это не 
получается сразу, разговор всё равно 
не вовсе бесполезен

● Учитывать background нужно, но не 
надо стараться угодить аудитории; 
если вы рассказываете интересные 
идеи, аудитории понравится



Спасибо
за внимание!


