Ceprevt HUKONEHKO

CN6TY — CaHkT-Metepbypr
11 pekabpsa 2025 1.

Random facts:

- 11 pekabps B8 OOH — Mex/ayHapoaHbI AeHb rop, a B ApreHTrHe — HauroHanbHbI AeHb
TaHro

- 11 gekabps 1792 r. Hayancs npouecc Haa /liogosrkom XIV no feny o rocusmeHe, a 11 gekabps
1932 r. BCTYNWNO B JeNCTBME OTpeUeHmne oT npecTona dayapaa Vil

- 11 gekabps 1868 r. B8 xofe BOMHbI TPONCTBEHHOIO anbsHca (Takxe N3BECTHOM Kak
Maparsaiickas BoiiHa) NpousoLna 61uTea npu ABai, CUNTAIOLWAACA CAMOW KPOBABOW B
ncropuu t0xHon Amepuki: okono 3000 y6uTbix 1 600 paHeHbIX C Naparsarckoi CTOPOHbI

- 11 pekabps 1925 r. nana NMun XI yapeann MpasaHuk Xpucta Laps, camoe monoaoe
KaToNMyeckoe TOPXKeCTBO, CMbIC/T KOTOPOTO B MOYMTaHUM XpUCTa Kak Llaps BceneHHon

- 11 nekabps 1972 r. 10mknH CepHaH 1 XappucoH LIMUTT («AnonnoH-17») coBepwimnm WecTyio
1 NOCNefHio B XX Beke NOCafiKy KOCMUYECKOro KOpabnsa Ha NyHHY NOBEPXHOCTb; OMKMH
CepHaH cTan noka Yto NOCNeAHNM YeN0BEKOM, MYNABLUIUM NO NOBEPXHOCTH JTyHbI

- 11 gekabpsa 2019 r. 6binn 06bABNEHbI Pe3ynbTaThl peepeHayma 0 He3aBUCHMOCTH
ByreHsuns; 98.31% NporonocoBanu 3a He3aBMCMMOCTb OT Manya — HoBon MBUHen



JI00OBYYEHUE LLM




RLHF

- Mbl 3Haem, uTo obyderue ¢ nogkpenneruem (RL) - ato pasgen
ML, B KOTOPOM areHT "XMBET" B OKPY)XaloLEeN cpeae u cobupaet

OaHHble AnAd O6yH€Hl/Iﬂ no Xoay gena

Action a~ rrials) ]

( Agent
{ Adtor 7T Critic V{s) | Reward r, state ¢ | CTVirOAMant
S—

Action a~ rr{als)

Agent
leaming mfom
experience tuples
2.4, ra%

Generic policy gradient algorithm

- RLHF (reinforcement learning from human feedback) - 310
npumeHeHne RL ana noobydeHus LLM, roe okpyxatoLien cpenom

Environment l

Reward 5, stale 5'

Actor-critic algorithm

BbICTYMatoT Nt0AN



RLHF

- RLHF Hauanocb BMmecTe ¢ OpenAl (Christiano et al., 2017)

- TIOCKONbKY Mbl He MOXeM PopManbHO onpeaenTb, Yero XoTuMm,
flaBanTe cnpocum yenoseka: when you see it, you know it

- Ho ntoau He CMOTyT pa3mMeTuTb [4aTaceT AOCTATOYHOIO Pa3Mepa;
no3ToMy flaBanTe 06y4YMM OTAENbHYO Moaens, reward predictor:

R

eward predictor ‘Human feedback’

.

=)

Predicled
reward

‘ Environment J




RLHF

- YenoBeK He MOXeT BbljaTb YMCNEeHHOe 3HaueHne Harpaabl, 1
BMECTO 3TOr0 OHW CpaBHMBAOT Napbl “nencremin” —y Christiano
et al. 370 6bINY KOPOTKME MOCNenoBaTeIbHOCTA B Urpax Atari
nnu gencreus pobota

- Monyyaetcsa 3agaya obyyeHns no pairwise preferences;
fataceT — 370

D = {(oy,09, 0} 1, rmeE

0; = (0501 @i0), (0515 @1), - (Oi,ki7ai,ki>) -

nNoCNeaoBaTeNbHOCTU AENCTBMIA, ONUCHIBAOLME TPAEKTOPWIO B
RL environment, a u — pacnpegeneHne BeposTHOCTEN,
nokasblBakollee, Npeanoyén nu Nonb3oBaTenb oy UMK oy, Or had
an equal preference (uniform p).

- Kak 06y4unTb M3 3TOr0 YTO-TO MNOME3HOE?



RLHF

- Mogenwu bpagnu-Teppu! Bradley, Terry (1952): 4na HeKOTOpbIX
PENTUHTOB y; € R NPeAnonoXmm, uTo

i

pli = j)=—"—;
Y+

13 3TOr0 NPeAnoOXKeHNa NoNyYaeTca NPOCTON U KPACKBbI
BapunaHT EM-anropuntma.
- B cnyuae RLHF 6ygem npegnonarathb, 4To

ki o
/y(o—l) = 621:1 7’(0“,(1“)7
1 TOrAQ MOXXHO onpeaennTb MYHKUMIO OWNHKM Kak

L=— Z (1(1)logp(oy > 03) + pu(2) logp(oy > 04)) .



RLHF

- MOXET NoKa3aTbCs, YTO Mbl 3aMEHUNN OAHY TPYAHYIO 3a4a4y Ha
JpYryto, HO 0Ka3blBAETCA, UYTO AOCTATOUHO BYKBANbHO
HEeCKOMbKMX COTEH 3anpPOCOB K NMoAAM, UTO6bl 06YUNTLCS XOAUTb
B MujoCo, a C ThiICAYaMMN MOXHO NOOUTb YnCTbin RL!

- Reward shaping (Wiewiora, 2010): Harpagbl 4aoT 60/blie
MHMDOPMALNK, YEM KNOMYYMUNOCH — HE MOMYUYNIOCHY

- Hoy Christiano et al. (2017) 6bin v specification gaming

Laft is better Right s better

(a) Bampla choica of a human evaluator (k) Specification gaming 4



06was cxema (Steinnon et al,, 2020):
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O6buasa cxema (Ouyang et al,, 2022):

Slapl

Collect demonstration data,
and train a supervised policy.
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LMARENA

- https://1marena.ai/
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https://lmarena.ai/

LORA v APYTUE AOANTEPDI

- [pyron noaxoA K fine-tuning — 006aBUTb ManeHbKMIA Kyco4ek
(apanTep) K 60bLWON MOAENY U 0BYUYNUTb TOMBKO €ro; 3T0 MOXET
6bITb NapannenbHas ManeHbkas HepoceTb ¢ residual
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(a) Serial adapter [b) Parallel adapter (¢} Conditional adapter (CoDA)



LORA v APYTUE AOANTEPDI

- Ho uyacTo Takve aganTepbl OCHOBaHbl Ha HU3KOPAHTOBbIX
npuénuxermnax (LoRA — Low-Rank Adaptation)
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LORA v APYTUE AOANTEPDI

+ MoxeT 6bITb MHOTO aJaNTepPOB A9 OAHOW MOLENY, U XPAHUTb
HaA0 TOMbKO UX
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LORA v APYTUE AOANTEPDI

- OcHOBHas npobnema B LORA — kak BbibpaTb paHTr k:

- adaptive low-rank adaptation (AdaLoRA; Zhang et al., 2023)
napameTpusyeT AW Kak HacTosAllEe CUHIYIAPHOE Pa3NoXeHue,
AW = PAQ, rae U € RNV*F 'V € RF*M — opToroHanbHble
matpuubl, n A = diag(A;, Ay, ..., A,); TOFAA MOXHO NOCMOTPETb Ha
MOAYNN CUHTYAAPHbIX Yncen |A,[;

- sparse low-rank adaptation (SoRA; Ding et al., 2023) 3ameyaeT, yto
A — 310 “dmnbTp” ANA CTPOK U CTON6LOB A U B, U MOXHO 3TO SIBHO
nonpo6osaTb 3anucath: AWx = B- (g © (Ax)));

- allocating low-rank adaptation (ALoRA; Liu et al.,, 2024) He genaer
nonHoueHHoe SVD, Ho fo6aBnsAeT AnaroHanoHyto A mexay A n B
1 OTAENbHO OLEHNBAET BAKHOCTW OTAEMbHbIX PAHTOB;



LORA v APYTUE AOANTEPDI

- OcHOBHas npobnema B LORA — Kak Bblb6paTb paHr k:
- dynamic search-free LoRA (DyLoRA; Valipour et al,, 2023)
CIMNUPYET PaHT k HA KaoM ware, obyyaeT o6pe3aHHble A 1 B;
- weight-decomposed low-rank adaptation (DoRA; Liu et al., 2024)
packnaablBaeT npefobyyeHHble Beca Ha MOAyNb U HanpaBeHue,
W = |W| - (W/|W]|), n 0byyaeT nx OTAeNbHO; 1 TaK Janee...
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(a) AdaLoRA (b) SoRA (c) DoRA 8




TION TUNING

- HakoHel, MOXHO NpoCTO cobpaTh AaTACET U3 HEOOXOAMMbIX
JaHHbIX U 4O0BYUYNTHCA HA HEM

. |/|HTepeCHbII;I BOMPOC — OTKya B3ATb NaHHble?

Manual labaling

Distillation

Synthatic data

Bootstrapping

y




- Mopaxonbl: P3 (Public Pool of Prompts; Sanh et al., 2022)

. -

The picture appeared on the wall of a
Poundland staore on Whymark Avenue [...] How
would you rephrase that in a few words?

Sentiment Analysis Graffiti artist Banksy
is believed to be
Review: We came here on & Saturday night behind [...]

and luckily it wasn't as packed as I
thought it would be {...] On a scale of 1
to 5, I would give this a

Q Answearing

T know that the answer to “What team did

the Panthers defeat?” is in "The Panthers

finished the regular season [...]". Can
you tell me what it is?

Mulhi-task training

Zero-shot generalization

Matural L

Suppose “The banker contacted the professors
and the athlete®. Can we infer that "The
banker contacted the professors"?




INSTRUCTION TUNING

Natural Instructions (Mishra et al., 2022), Super-Natural

Instructions (Wang et al., 2022)
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CWNHTETUYECKMWE AAHHbBIE YEPE3 ANCTUNNALNIO

- MOXHO NONPOCUTb CUNbHYK LLM co3aaTth aHHble 4715 00yUYeH s
6onee cnabon mogenw: Alpaca (Taori et al., 2023), Vicuna (Chiang
et al, 2023)

©
LLati4 7B

Text-davinci-003

Supervised
—. : o
EaK Finstuning Alpaca 7B

175 B2l sodified Seif-inatruct Instruction - following

Instruct Instruction Genzration wramples

seed tazs«s
Luarnple seed task Lxamnple Generatsd task
instruction: Braingtorm a st of instruction: Brainstornms crestive
possible New Year's resolunions. ideas for designing 2 confarence
" room.
Qi
Laga welgit

- Exarcise mors
- Eat heaithisr

wealls and futr



CWNHTETUYECKMWE AAHHbBIE YEPE3 ANCTUNNALNIO

- Muoro Takux noaxogos (Liu et al., 2024):

- Orca (Mukherjee et al., 2022) n Orca 2 (Mitra et al,, 2023),
OUCTUNNNPOBAHHbIE U3 GPT-4 18 yAYULWEHNA PaCCyXOeHU 1
NNaHMpoBaHus B 6onee NErkMx Moaensx;

- Unnatural Instructions (Honovich et al.,, 2023), npogomxatoLwmi
Super-Natural Instructions (Wang et al,, 2022): 6epém Tpu npumepa
13 Jataceta U npocuM CUAbHYIO LLM npuaymaTb YeTBEpTbIi;

- Baize (Conover et al., 2023), kopnyc pa3rosopos ¢ ChatGPT ¢
PasHbIMK PEnuKamu; OH ucnonbsosanca ansa mogenen Dolly;

- macca domain-specific gatacetos: WizardCoder (Luo et al., 2024),
WaveCoder (Yu et al,, 2023), Magicoder (Wei et al., 2023) ans
nopoXaeHna nporpamMmmHoro koaa, WizardMath (Luo et al., 2023),
MetaMath (Yu et al,, 2023), Xwin-Math (Li et al., 2024) gns
MaTeMaTUKN 1 T.4.

1



CWNHTETUYECKMWE AAHHbBIE YEPE3 ANCTUNNALNIO

- MoxHo cgenatb 1 curriculum learning (Yue et al., 2024):

ra = .
f Instructl Response F; Responss 1
i r:c 2 [ R % " B g Chain-of-Thought Prompting

Student LLMY, { Teacher LMY, Teacher LM Z[W
i Prablem Solving

Judge LLM
? Challenging Instruction
Selection Task-aware Re-
writing
Task-aware Model
Ptr)eparrng Re- 53"”P"ng Tra|n|ng
Student L w y Student LLM w
LLAMA dila i LAMA
Task Task
Round r Distribution Distribution Round v+ 1
1 J

Updating model checkpoint for the next round: r « r + 1; Increasing difficulty



CWNHTETUYECKMWE AAHHbBIE YEPE3 ANCTUNNALNIO

- Ho eCTb 1 KpUTUKA; BCE-TAKU ANCTUNNALMA — 3TO HE Marus
(Gudibande et al., 2023):

| Query: How does astor critic improve over REIN

CE?

ChatGPT Response

Imitation Model Response

Actor-critic algorithms are an extension of the RENFORCE
algarithm that combing bath policy-hasead and value-based
methnds. Some of the changes that actor-critic algorithms

make over standard REINFORRCE

1. Fneticn Approximaticon: Actar-ctic algarithms typically
use function appraximation methads to represent the value
and policy functions. This allows them to learm in
high-gimensienal state spaces.

2. Critic Metwork: In actor-cribe algernthms, there is an
additonal critic network that estimates the value function.
The eritic provides an estmate of the valus of a state, which
is then used to update the policy. This reduces the variance
of the update and stabilizes learming.

3. Advantage Estimation: Actor-critic algorithms use the
arvantage function to estimate the quatity of an acton taken
by the policy. The advantage function is the difference
ketween the return of an action and the estimated valua of 2
stare, This redures the varancs of the undate and allaws for
mare efficient learning,

Overall, actor-critic algorithims provide a more officient and
stable way of leamnieg in reinfercement Learning tasks,
particularly in hgh-dimensanal state spaces,

Actor-critic algorthms are s type of reinforcement leaming
algarithrm that improves the REINFORCFE algorithm by
rambining the ac and critic [valug) componants.
The main chary that acte . algarthms make ovar
stanclard REINFORCE are:

1. Actor-critic algorithms usea single ceitic to evaluate the
value function of the policy, whereas standard REINFGRCE
uses 3 scparate oftic for cach action,

2. Actor-eribe algerithms use a single actar Lo determing the
acbons to teke, whereas standard REINFORCE uses a
separate actor for each action.

3. Actor-critic algerithms learn the policy 2nd ackor
i ously, whersas standard REINFORCE leams tha
paolicy and actor separately.

4. Actor-critic algerithms nse an nptimistic astimate of the
wvalte functinn to determing the actor's actions, wharsas
stanclard REINFORCE 1ises the oritic’s estimate,

Crvarall, acter-critic algerithms combine the critic's and
actor's estimates in arder to learn both the policy and actor
simultancously, while standard REINFORCE Leams them
separatcly. This can lead to fastor convergencs and
patenbally better gereralization, but the cholee tebween the
Levo algenithms depends on the specific problerm and the
desired behavior of the agent

13



BOOTSTRAPPING: KAK OBYYUTb CAMOTO CEBA

- Self-Instruct (Wang et al,, 2023): LLM cama nopoxaaet
VHCTPYKL MY, 3aTeM npumepbl, 3atem fine-tuning; Ho He
PEKYypPCUBHO

Step 2: Clasification
Task Identification

@ g -
LM f : _“9

= . IM
Insbruction : Give me a quots fram o s

173 seed tasks wilh “Task Pool Step 13 Instruction Generation
1 instruction and
Tinstance per Gk

Farncuss persen an this lapic

Slep 3z Instance Generalion

|' Bitnbruetion ¢ Frid oul i the given st is o Favor of or agined aborlion.

Class Label: Pro-abortion
Toput: Texe: T believe that women showld bave the right to choese weltber o non
. it lave an abartion.

Output-first | LM
|

ey

.
(7 _ N

|  Iostraetion < Give me g quots from 2 St poson en s wpic. |

Input: Topic: The impartance of being hanss.
L, Outpnt: “Hanessy is the first chapter in the heok of wisdom " - Themas lefferson |

Tnput-first

- Yepes Self-Instruct aBTopbl nogHsan GPT-3 no4yTu 40 YPOBHA
InstructGPT 6€3 py4HON Pa3MeTKu

14



BOOTSTRAPPING: KAK OBYYUTb CAMOTO CEBA

- Mpumep pekypcusHoro noaxoaa: Reinforced Self-Training (ReST)
oT DeepMind (Gulcehre et al., 2023)

- Ha kaxaoM Lware nopoxaaem [aTaceT, 3aTem 0by4aem

IWSLT 2@14 De-En (walid)

Grow step

Improve step

Filter + finetune

2
f
byerage rewsrd
CRETE
=
2
w

—_— ™ e oael Bl G2 62
— — S 1=t I=h T=4 1=1 =2
{a) The ReST framewark (b} Better policies load to () Results get better with subsequent steps; both
battar synthetic cata Improve and Grow staps bring improvements

-+ JTO eCTeCcTBeHHbIM 06PA30M NMPUBOANT K...

14



BOOTSTRAPPING: KAK OBYYUTb CAMOTO CEBA

- ..KOHEeYHO xe, EM-anroputmy! Singh et al. (2024) - ReST™™: LLM
NbITAeTCA ONTUMU3MPOBATL METPUKY MO BO3MOMXHbIM BbIXO4aM
A13bIKOBOW MoAenw. [laBante npuMeHum EM:

- E-war (Generate): LLM noposaaet HecKoNbKo NpumMepos A4
KaXXJoro Bxoaa, Mbl X nepeB3sellinBaem n co6V|paeM o6yua+oum17|

pnaracer
- M-war (Improve): LLM o6yuaetcs (SFT) Ha 3ToM 06yyatoLiem

faracete, 1 OHa UCMNOMb3yeTcd Ha crnepytollem E-ware

- [laBanTe pasbepeémca nogpobHee...

14



BOOTSTRAPPING: KAK OBYYMUTb CAMOTO CEBS

- MycTb ang Bxoaa (KoHTeKcTa) x 1 Bbixoga LLM y Mbl onpegenunu
Harpagy r(x,y) Tak, uto cam RL loss

’CRL(Q) = [EXND |:[Ey~p9(y\x) [T(Xa Y)]] :

-+ YT06bl ONTUMN3NPOBATL Ly, HANPAMYIO, HY)XHO MHOIO pas3
COMNANPOBAThL U3 LLM, 370 goporo. [laBanTe onpegenum
6UHApPHYIO LieneByto nepemerHyto O (OLeHKY ONTYManbHOCTN):
p (O =1|x,y) x f(r(x,y)) 404 HEKOTOPON HeybbIBatOLLEN
dyHKUmMn f

- Llenb — MakcMmMmn3npoBaTb BEPOATHOCTb MONyYNTb O

logp (O = 1[x) =log Y py(y [%)p (0 =1[x,y),
Yy

HO MPOCYMMMPOBATb MO y HANPAMYIO HEBO3MOXHO. TyT-TO "
npurogutca EM...
14



BOOTSTRAPPING: KAK OBYYUTb CAMOTO CEBA

- 3anuuiem BapuaLuMoHHYH HKHIOK OLEHKY

logp (O = 1|x) =
0 = 1|x, X
— logE, [p( q|(y}|,)x];€ (v | )} >
pO=1xy)p(y |x)]
Z Fatyo [log q(y | x) }_

= L(pp; 9)-

- Ham Hy)XHO Ha Ka)aou utepaunm EM-anroputMa ynydiatb
oueHky £(py, ):

14



BOOTSTRAPPING: KAK OBYYUTb CAMOTO CEBA

- EM-cxema
- E-war: ¢V = arg max, £(p,), q); 34€Cb MOXHO 3anncarb

L(pyw,q) = —KL(q(y | x) |¢. (y|x)), rne

q. (y|X) =p (O = 1|X7Y)p0(t) (le) )
a 3HAYNT, 3TO NMPOCTO NepesB3BellBaHe COMNNOB N3 MOAENN Ha

OCHOBE TOr0, HACKO/IbKO BEPOATHO MM MONYYNUTb BbICOKYIO HArpaay;
+ M-war: onTumnanpyem

0(t+1) = arg m;lxﬁ(pg,q(tﬂ)) _

= arg min KL (¢! (y[x)[lp, (v | X)) =
= arg mmZ ¢ (y[x) logp, (v | %),

TO €CTb 3TO MPOCTO MaKCMN3auna B3BeleHHOro norapmcbma

npaBaonogo6us.
14



BOOTSTRAPPING: KAK OBYYUTb CAMOTO CEBA

+ A eCnin ynpoCTUTb A0 HEOTPULATENbHbIX Harpag ¢ f = id, TO

p (0 =1]x,y) x r(x,y), T.e. ¢V (y|x) o r(x,¥)p 0 (y]x), ¥
M-war npespatlaercs B

t+1
gttt — argmax,t, p [Ey~p9<t) ) [r(x,y)logpy (y | x)]

- OTCtoga 1 nonyuyaetca anroputm Singh et al. (2024):

Algorithm 1: ReST (Expectation-Maximization). Given a initial policy (e.g., pre-trained
LM), ReST™ jteratively applies Generate and Improve steps to update the policy.
Input: D: Training dataset, D,,: Validation dataset, L(x, y;8): loss, r(x, ¥): Non-negative
reward function, I: number of iterations, N: number of samples per context
fori=1toldo
// Generate (E-step)
Generate dataset D; by sampling: D; = (x‘.y"]l-}‘;l stoxl ~ D, ¥ ~ pplylxd) }
Annotate D; with the reward rix, ¥).
// Improve (M-step)
while reward improves on D, do
| Optimise & to maximize objective: J(8) = Eqyyy-m, [r(x, ¥) log palyix)]
end
end
Output: Policy ps 14




BOOTSTRAPPING: KAK OBYYUTb CAMOTO CEBA

- W [encTBUTENbHO, B pe3ynbTate MO4eNN CYLeCTBeHHO

ynyyLwaoTcs

- 34eCb OTKpbITble MOAENM cemencTBa PalM oKa3sbliBatoTCs
HapaBHe ¢ GPT-4 B maTemaTuke u ¢ WizardCoder B
NPOrpaMMnpOBaHNN:

Reasoning: MATH

Lol PaLM 2-L (ReSTE)
£ 40
> _ oM 2L
35| inersa 5408
5
g 30 inerva 628
E J""‘emi .Mrlallulh TOBR
=
2 = WizardMath 708y Yemma e
5 PaLM 2-5 (ResTE]
gl T menen
i Ay gniiecton GrokD (238),

15 J.LQM'“—Z T0B
Mistral 78 [maj@®

& L o
= (=] k=]

0-shot Accuracy (%)

[
(=]

Code Generation: HumanEval

e

oVizardCader 158 PalM 2-L (ReST™)

Cooe Liama Fythan 348
- Pyl

$SPT-3.5 (ChatGPT)  gF008 LLaMA 348

. e
oL 2 PalM 2.5% [ReST" 3’
o s ook [338)
gnflection-1
oHLAMA-Z TOB ghstral 78

14



BOOTSTRAPPING: KAK OBYYUTb CAMOTO CEBA

- MHOro uTepaumn EM He HY)HO, HO 2-3 MOMOratoT:

— Hendrycks MATH e Transter to GSM8K
= L] : L]
Z40 & ] £ i »
= -
i LROf =
Eag| ® s
= = |
g g
< 30 =< 70
T o]
& 25 &
ok - -
® 3q 5 L] B B0 - . .
£ & I'®

o 1 2 3 ) 1 2 3

Num iterations Mum iterations
- ralr-2-5 & Faim-2-L Palm-2-L-5FT e r\a-lm-z-S-SFI'__:

= APPS (Introductory} s Transfer to HumanEval
E 26 L é‘“,‘. [
= =55
B 24 B .
2 $
222, et . 230
=20, Eas5| o .
= —
D1e g
] w40
g 1= £

0 1 2 [#] 1 2

Mum iterations Num iterations
& Palmr-2-57 ®  Faim-i- Palr-2-L-5FT e PYIA-2-5SSFT |

14



BOOTSTRAPPING: KAK OBYYUTb CAMOTIO CEBS

- Self-Taught Reasoner (STaR; Zelikman et al., 2022) nopoxaaeTt
06bAcHeHUA (step by step), hunbTpyeT Ux U 4oobyyaeT Ha
OT(PUNBTPOBAHHbIX;

- Rejection Fine-Tuning (RFT; Yuan et al., 2023) ynyuwiaeT unbtp
cneunanbHoO AN MaTeMaTUUeCKNX 3a4ay;

- Self-Taught Optimizer (STOP; Zelikman et al., 2024) nenaet
cneayoWmnn MeTa-Lar: pekypcuBHO ynydllaeT Kof, KOTOPbIV
npuMeHsieT LM, uTo6bl yNyywnTb MPOrpamMMHbIN Koa, T.e.
improver 3anyckaeTca Ha camom cebe

L] -
i »a—l L

. Seed Improver Impr\wcr,)
.
s é ,,,,,

.............
........

(a) 5TaR (Self-Taught Reasonar) (b} STOP (Self-Taught Optimizer) 14



BbiBOAblI NO AOOBYYEHUIO

- ECTb MHOIO METOA0B A000YUEHUS:
+ MasleHbkue agantepbl, Hanpumep LORA;

- instruction tuning;
+ [006YyUYEHNE HA CUHTETUYECKMX AAHHbIX, B TOM Yuc/e

bootstrapping...

+ 3TN NCCNefoBaHNA MOXHO BECTU U Aalblie: Mbl HE MOXeEM
ABUraTb CprHTI/Ip, HO eCTb OTKPbITble Mogenu, AOCTynHble ANn4

noobyyeHus, Hanpumep Llama

15



PACLUNPEHUE ANNHDBI KOHTEKCTA




SPARSE ATTENTION

+ Kak paclumpaTb KOHTEKCT?

- Longformer (Beltagy et al., 2020): paclivpeHne OKHa BHUMAHNSA
Npv NOMOLLK HECKONbKKX TPIOKOB, BKNtoyasa dilated attention u
global attention

() Full n? altention (b} Sliding window altention (¢) Dilated sliding window (d) Global+sliding window




SPARSE ATTENTION

- Dilated attention: MOXXHO AenaTb pa3pexeHHoe BHUMAHNE, KaK,
HanpuMep, Pa3PeXeHHble CBEPTKM

- Kak 6bin1o B WaveNet:

® & @ & ®© & & @ ® @ @ ® © @ -
: : / Dilation = 8
o eTNe o O 0.0 = 0 O © o Hidden Layer
H ; Dilation = 4

. “’ Hidden Layer
/ Dilation = 2
CJ/I : :} Q Hidden Layer
Dilation =1
- Global attention: TokeHbl [CLS] B BERT 6bi/11 04eHb MOME3HbI,
HAA0 MMETb BO3MOXHOCTb BblpaxaTb rMobanbHble NpuU3HaKK




SPARSE ATTENTION

- Sparse Transformers (Child et al., 2019): pa3pexeHHoe
BHMMaHVe eNCTBUTENbHO 06yYaeTcst B 6ONbLINHCTBE CMOEB

- 3ahuKCUpyem 3To: NYCTb Y KAKAOW FON0BbI 4 €CTb MOAMHOXECTBO
A, TOKEHOB A5 BHUMAHUSA, U MOXHO AOWTM A0 Nt060ro ApYyroro
TOKEHa 3a p Waros, To ecTb pasmep A, nopaaka O(L'/P)

- Ecnv genatb perynsipHbli NATTEPH, MOXHO YCTPOUTD Tak:




SPARSE ATTENTION

- Big Bird (Zaheer et al., 2020): Te e TPHOKW NIOC el HEeCKOMbKO
CAyYarHbIX NO3MLUMI ANA BECOB BHUMAHWA, KOTOpble 406aBAAIOT
BblPa3nUTENbHOCTH

- OHW paccmaTpuBatoT BHUMAHME KakK ClydanHblid rpad u
NCNonb3yT Mogens Watts-Strogatz (kaaas BeplivHa umeet
CBA3U C BAVKANLIEN OKPECTHOCTHIO + CydanHble CBA3U) C
XOPOLWUM 6aNaHCOM MeXAy ANVHOW KpaTyanlumx nyTen 1
NOKaNbHbIM KOHTEKCTOM

™ s B M R

; By g | L I 5

B m T 0 00RO

f 0 1 0 e

= A" i sigliie
B B “H B ®"w RS

(a) Random attention (b) Window attention {¢) Global Attention (d) BIGBIRD



HN3KOPAHTOBbIE PA3NTOXXEHUSA

- Linformer (Wang et al, 2020): MaTPULbl BHUMAHUS UMEIOT Masbli
paHr, 1 3TO MOXXHO MCMOb30BaTb A4 ONTUMU3ALUN

1 12-layers ‘lranaformer 24-lavers Transtormer
E L - 1096
=08 ®
g
& 114
g o
¥ =
i H "
207 = 0.2
E E
2 0 (Rl
2
2]
R o - 0 E5
E — w3 — e
(SIS = =
[} 178 51z 0 128 512 N1 234 567TR92 I
Lagenvalue index Eigenvaloe imles Head index

- To eCTb Mbl OMATb BO3BPALLAEMCH K TOW e naee
M k

< =
=

NGOX = NU X




HN3KOPAHTOBbIE PA3NTOXXEHUSA

- Linformer npoeuunpyet matpuubl V 1 K, ymeHblWas paHr

head; = softmax (

Jar

Sealed Dcl Product
Attention

I'

Projection Projection

Linea

=

7 7

inference time (s)

QWe (EiKWiK)T> (FVWY)

120 b —— Lntormer, k=2048
—s— Linformer, k=1024
—k— Linlormer, k=512
=== Lnformer, k=256

50 [ 2
== Linformer, k=128
Translommer
20
e

S127128 1024064 2048/32 4096/16 8192/8 1638414 32768/2 65536/1

Seguence length/ batch size
g KV
Linformer b
W [

kxn Ao % di

k =y



CHUNKED ATTENTION

+ A YTO eCn USMEHNTb Camy apXNTEKTYPY BHUMAHNA?
- GAU (Gated Attention Unit; Hua et al,, 2022) - BapuaHT GRU,
npUMeHseM ABa NPeobpa30BaHMA KO BXOOY M YMHOXAEM

NOKOMMOHEeHTHO (gating), v 3Ty naet CKpeLmBaem C
self-attention

Gated Linear Unit + Multi-Head Self-Aftention

Gated Attention Unit {Ours)




CHUNKED ATTENTION

+ 37O BCE eLllé KBaAPaTUUHO, HO TeNepb MOXHO Pa3buTb Ha KyCKu!

- PazbuBaem Ha chunks, BHyTpuK Kaxgoro chunk genaem
KBafpaTU4HOe BHUMaHMe, a mexay chunks — nuHenHoe

CO00000G46 0

Quadratic attention

o SR
\
...... ‘ol
[? @ E E i «T z z Mixed chunk attention with chunk size 2

Linear attention

19



CHUNKED ATTENTION

- Cnegyowui nornyrbin war - MEGA (Moving Average Equipped
Gated Attention; Ma et al. 2022)

- HayHEéM C naewn 3KCNMOHEeHLManbHOro CKOMb3SLLEro CpejHero
(EMA), KoTopast Ham ysKe XOpOLIO 3HaKoMa 1 NosABAeTCs
NMOCTOAHHO

O O O

/
_/-“‘f--d_-
0 R A
. e

*y Fi—g T

19



CHUNKED ATTENTION

- Tenepb npuMeHuM 370 K self-attention: Bxog X € RL*? cHauana
pacwmpsiercs 4o d x h Matpuupl uf) = Bi%y
3atem npumersem EMA k matpuue U; damped EMA:

h =a;0u + (1-«;06;) Ohy

)

- A noTom npoeuupyem o6paTHo: y; ; = n;hij

autput ¥

Feadforward

harm

Gatﬁ]

Slngle-head
Attention Unit

Mega Layer:
EMA & Gatad

Attenti
EAn | EMA output x’ |

T
Input Embedding | Layer input X |

(a) Mega architecture. (b} Mega layer. (ci Single-head attention unit.
19




CHUNKED ATTENTION

- Ha 3TOM 3Tane Mbl eWe HUYero He caenany ¢ KBaapaTuyHom
CNOXHOCTbIO, 3aTO BHEC/TM 6Ooflee CUMbHbIN position bias

- [laBanTe Tenepb pa3obbeM Ha chunks, 1 CBA3M Mexay HUMK
bynem nogaepxmeatb yepes EMA:

56060 9

chunk-wise - i £
Attention o i i o
EMA
sublayer .
} 3 (2 12)
_r"l' E ! :r!J“ Frt i Ty e

- 370 BCE npnBoANT HAC K UHTEPECHbIM MbIC/TAM...

19



BO3BPALLEHWE PEKYPPEHTHbIX CETEW

- [laBanTe BepHEMCS K JOopMyne CaMOBHUMAHUS:

1

Jax

- 3necb g k, — 3T0 Mepa noxoxectn mexay q, n k.
qz ] q; ]

Z = softmax ( QKT> V.

- bbino 661 Xopowo, ecnn 6bl softmax He H6bIo; TOrAa MOXHO
6bIN0 6bl NepecTaBUTb CKOOKMK:

(QKT)V=Q(K"V),

N Tenepb BCE y4acTBYOLULME MATPULbI UMEIOT pasmep L X d, a He
L x L

- Ho softmax ecTb, 1 MPOCTO yAannTb ero Hesib34d, a YTo eC/in...

20



BO3BPALLEHUE PEKYPPEHTHbIX CETEN

- Kernel trick: paccmoTpum NUHEWHbIN Knaccudukatop

.
v .
.
< .,
. o {p © ' . *
" » - -
! ° . 3 75 z . . -
. " K * P ° o %
LI Y L
. » P 2" . .

a s, e au ** t L

h.‘-“'o".no * *

. ‘#":t . .
1 - Lo >
. [
oy . .
. - =
.
—2
.
— —1
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BO3BPALLEHUE PEKYPPEHTHbIX CETEN

- [InA KBaApPaTUYHbIX MOBEPXHOCTEN OH He paboTaeT:

E .
- . o - - - .
., ‘s i .
. . I .
2 . .
.
.
.
. . .
1
L. s
* [ O AN i
{l - cﬁ* 2
O B e e ‘e s, .
PR P
N . .
_1 4 2 . v .
. ® . .
*
3 -
.
- '.
— P ., '.. Y
- o
4 . . =
—d -3 -2 - n 1 2 k1 4
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BO3BPALLEHUE PEKYPPEHTHbIX CETEN

- bbino 6bl XOPOLWO NOCTPOUTb KBaAPATUYHYIO MOBEPXHOCTb

Wy + W Ty + WeTy + W3T3 + WyT1 Ty + wsza =0

—4 ] - - n 1 2 5 4

20



BO3BPALLEHWE PEKYPPEHTHbIX CETEW

- Kernel trick: paBanTe paccMOTpyM OTOOPAXKEHME
T 9 9 T
= (ml xz) —  ox) = (:cl Ty T T1To x2) ,

.
TOMHee,¢(x):(\/§x1 V22, 3 V211, x%)

- Torga
$(x) " (x') =
=2z @] + 2wqmh + x%m’g + 2z x5 + x%x’g =
=2x"x" + (z,7] + xzxé)g =
=2x'x" + (XTX’)2 =

=(x"x"+ 1)2 —1=k(x,x).

20



BO3BPALLEHUE PEKYPPEHTHbIX CETEN

- Tenepb Mbl MOXEM CTPOUTb NMHENHYI0 MOBEPXHOCTb B
NPOCTPAHCTBE ¢(x), M OHA CTAHET KBAAPATUYHON B X

- Tak MOXHO U1, HANpUMep, NOKanbHble MPU3HAKK NCNOMNb30BATb W
CNeaoBaTh 33 TOYKAMU

T - L] i, - -
a - . *t‘o- o ok 8"
-t . . '*' . "
- . . pitrs SR L o sl *. *
. . -
e LI o . - "=
- 0 -
. B 0 SR
1 = . = =
3
. - O - 2 - -
1 -
- . - . . .
- 0 - - . L]
- - L] L}
L . o *- . = . ..9,*’..- * e
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BO3BPALLEHWE PEKYPPEHTHbIX CETEW

+ ATenepb BEPHEMCH K CAMOBHUMAHWIO:

. eXP(qz'Tkj) . L . L eXP(qz'Tkj)
Y= L T Zi—Z%vj—Zﬁvj
> exp(q; k) =1 =1 >, exp(q; k)
- ECNIM Mbl CMOXeM MpeBpaTuTb 3T0 B
¢(qi)T¢(kj)

TS ST o)

TO MOXHO 6yueT ONATb e nepecCtaBuTb CKOBOYUKU:

¢<kj)T¢<qi) (25:1 Vj¢(kj>T) ¢(q;)
5=1 =1 Zlel o(k;) " 9(q;) ’ (Zszl ¢(kl)T) #(q;) '

20



BO3BPALLEHWE PEKYPPEHTHbIX CETEW

+ To eCTb CTPYKTypa TOTO, YTO Mbl Aenaem, BbIraanT Tak:

L 4(k,) ¢(q;) B (Zle vj¢(kj>T> ¢(a;)

= AL e)To@) (S, 006)7) éla)

I

- q St L\oqa(o){;}}z
gy Onlly : L L
I - Iy 07 gt

L v L :f

(a) Regular softmax-based self-attention (b} Linear self-attention
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BO3BPALLEHWE PEKYPPEHTHbIX CETEW

- I ecnu BBECTM HOBble 0603HAYeHus, nonyynTca

So(a,) o g
2, = Wzt), me S=3 " viol)T, u=3"" (k)

I

L
L ak’ L ol -
(el g ‘ o kT —()(x) ,,M(KT)\
s Y 5 | ' L - 7
Ly L v
(a) Regular softmax-based self-attention (b} Linear self-attention
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BO3BPALLEHWE PEKYPPEHTHbIX CETEW

- A eciin Mbl TOBOPUM 06 aBTOPerpeccroHHon mogenw (tuna GPT),
TO S, 1 u, MOXHO 06HOBNATL PEKYPCUBHO:

S;¢ ¢ .
z, = ufd)(((;i)), rae S, = ijl Vj<l5(kj)T7 u, = 21:1 o(k,),
TO eCTb

S, =81+ Vt()b(kt)Ta u, =u, + ¢(ky)

+ [lonyynnncb NOYTN YTO PeKyppeHTHble ceTn! MaTpuyHoe
CKPbITOE COCTOSAHNE S, 1 BEKTOPHOE u,, 0OHOBNEHUSA BLOSb
BXOAHOW NOCNEA0BATENbHOCTU B C/lyYae aBTOPErpecCMOHHOro
nopoXaeHus

20



BO3BPALLEHWE PEKYPPEHTHbIX CETEW

- 370 B TOUHOCTM naes Linear Transformer (Katharopoulos et al,,
2020): ynpouieHue self-attention uepes maTpuyHoe CKpbIToe
COCTOsAHME

- bonee Toro, Ha NpakTrke u, ckopee mewwaer (Schlag et al., 2021;
Mao, 2022), a ¢ MOXHO MPUHATb TOXOECTBEHHbIM, 1 TOTAa
nony4yarTcs B TOYHOCTU pPeKyppeHTHble CeTu:

S, =S+ VtktTa o, = S;q;

- 3Ta nges, KOHeYHOo, OTKpbINa Lienoe HanpaBneHune
nccnenoBaHum...

20



BO3BPALLEHWE PEKYPPEHTHbIX CETEW

- _.yKe J0BOMbHO 6oMbloe HanpasneHue (Yang et al., 2024):

Model Recurrence Memory readout
Linear attention S, =S, ; +v,k/ o, =S,q,

+ kernel St =81 +vk)" o, =8S,0(q,)

+norm Si=81+volk)", u=u+ok,) o, = S;0(a;)/(u/ ¢(ay))
DeltaNet S, =S,1(I—Bkk])+ Bvik] o, =8S,q,
Gated RFA Si =981+ (L—g)vik{, w =gu, ,+(1-g)k o =Saq,/(u/q)
Sk S, =8, ; Oexp(—(al”) ®exp(A)) + B o (v,17) 0,=(S,0C)1+dOv,
DFwW S, =8,,0(Baf) + vkl 0, =S,q
RetNet S, =78, +vk/ o, =8S,q,
Mamba S, =S, ; @exp(—(ay1") @ exp(A)) + (a, O vy )k, 0o, =8,9,+d0oOv,
GLA S, =8,.,0 (1)) +vk] =S, ;Diag(a,) + v, k; o, =8S,q,
RWKV-6 S, =S, ;Diag(a,) + v;k/ 0, = (S, +(dov,)k )a,
HGRN-2 S, =S, ,Diag(ay) + v, (1 — )" o, =S,q,
mLSTM St =fiSia +iviki, w = fu g +ik, o, = S,q,/ max(1, [u/ q)
Mamba-2 S, =S, +vik{ o, =S,q,
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BO3BPALLEHWE PEKYPPEHTHbIX CETEW

- MnaBHbI ero npeacrtasutens — Mamba (Gu, Dao, 2024)
- State space model: mogenb B BUAe AMHAMUYECKOWN CUCTEMDI

h(t) = Ah(t) + Bx(t),  o(t) = Ch(t) + Dx(t).

D

HE-o—{T—i-o— &

A

skip connection

- YT06bl paboTano, eé Hy)KHO ANCKPEeTN30BaTh:

A
h(t + A) = e2Ah(t) + (/ 6ATdT> B(t).
0

20



BO3BPALLEHWE PEKYPPEHTHbIX CETEW

- K SSM MOXHO A06aBWTb 4ONTOCPOYHYIO NaMATb B BUAE MaTpuly
HiPPO (high-order polynomial projection operators; Gu et al.,
2020): OKMMaem NcTopuio PYHKLNN f,, NpUbMmKasn eé
MHOrOU/TIeHaMK BbICOKOTO nopsaaka

- Cmbicn HiPPO B TOM, YTO 3TU NPUOBNMKEHUA MOXHO AeNaTb
MHKPEMeHTanbHO, 3anucas Anddyp Ha KO3hDULMEHTDI
MHOrouneHa

a1
@ @ I J;‘
Discrete-time HiPPO Recurrence . R :
Continuous-time HiFFO ODE

= clr) = AIee) + BN ) 20

3.

e
Ceyy = Aptp + B fi discretize



BO3BPALLEHWE PEKYPPEHTHbIX CETEW

- W ectb 6yKBaﬂbHO rOTOBble MaTpULbl

1

(1) = — Ac(t) + %Bf(t), Gran — (1 _ %A) g - %Bfk,

Cn+1)(2k+1), n>k,

Ank: n+1a n:ka
0, n <k,
Hanpumenp,

1 0 0 0 0

V32 0 0 0

A=|v5 V35 3 0 0

VT V3T VBT 40

3 3V3 3v5 3T 5
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BO3BPALLEHWE PEKYPPEHTHbIX CETEW

- HiPPO moxHO noacTtaBuTb B RNN, OHW 6yayT Npon3BoauTb
xopollee npeAcTaBNeHne BCen MCTOPUN CKPbITbIX COCTOSTHUIA

( hy — BNN (hy_1, o1, %)
hy 1 4—{ RNN update I ] Gy ml) hy

fi=Lih)eR | f

i Tep = Ay L+ B
e — H HIPPO "
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BO3BPALLEHWE PEKYPPEHTHbIX CETEW

- Selective scan (Gu, Dao, 2024) — 3T0 pacLlIMpeHue 3Toro Noaxoaa,
B koTopom B, C v A (AncKkpeTn3aums) MoryT 3aBrceTb OT x,

- Hy 1 BCE BMecCTE, ellé 1 C 0YeHb 3DPEKTUBHBIMU ANTOPUTMAMK
0byueHuns — ato Mamba

Selective State Space Model
with Hardware-aware State Expansion

o [ 8-
2 7 -
= [ ) RN

Ve

,<
-
-
.
N
P
i
&
e
]
1
P
&
[ 2
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BO3BPALLEHWE PEKYPPEHTHbIX CETEW

- Mamba noaBunaco B gekabpe 2023, 1 yxe ecTb:

- Vision Mamba (ViM; Zhu et al,, 2024), ananor ViT Ha Mamba blocks

- VMamba (Liu et al,, 2024) — kombuHauma CNN 1 Mamba;

- U-Mamba (Ma et al., 2024) — ncnonb3yetr Mamba blocks B
U-Net-nogo6How apxuTekType Ans MeAULIMHCKOW CErmMeHTaumm,
HOBbIN 610K CNN-SSM;

- SegMamba (Xing et al., 2024) - 3D cermeHTaLuns;

- Video Vision Mamba (ViViM; Yang et al., 2024) — cermeHTauus B
BUAEO;

- MambaMorph (Guo et al., 2024) — 06yuaeT cooTBeTcTBMe Mexay KT
1 MPT CHUMKamu;

- MoE-Mamba (Pioro et al,, 2024) — no6asnger 8 Mamba naeto
mixture of experts (MoE); 3T0 y»Ke oTaenbHbIi Pa3rosop.

+ OYeHb MHOIO BCEro 04YeHb 6bICTpO noABNMIOCD, 6yKBaﬂbHO 3d
rog...
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BO3BPALLEHWE PEKYPPEHTHbIX CETEW

- Hy KOHEUHO, 1 BaC 06MaHyn — BCe 3TU CTaTby NOABUIUCH 3a
Mecsu, B aHBape 2024!

- Cenyac cTater Ha ocHoBe Mamba yxe coTHuK; 0630p Qu et al.
(October 2024) — 244 cCbinkW, 6OMBWUHCTBO U3 NOCNEAHEro roaa
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tha oo B recananded mavies i

voricug foctory that interoct
el e i fieant
iplications for the Earth's

zircnmert. Seeercl hey this ganne:
Factors can bt bo climate 5@ @ .
th I =

A v Y A

Task- Specific Qutputs

Climate changs iz c caneex ||
phmcmeEnen infherced by N
g



NEEDLE IN A HAYSTACK

- A Kak oueHmBatb? Little Retrieval Test:

line 1: REGISTER_CONTENT is <2156>

line 2: REGISTER_CONTENT is <98@5>

[EXECUTE THIS]: Go to line 5 and report only REGISTER_CONTENT, without any context or
additional text, just the number, then EXIT

line 3: REGISTER_CONTENT is <6668>

: REGISTER_CONTENT is <1432>

: REGISTER_CONTENT is <6727>

line 6: REGISTER_CONTENT is <3936>

line 4
5
6
line 7: REGISTER_CONTENT is <1885»
8
9

line

line 8: REGISTER_CONTENT is <431»
line 9: REGISTER_CONTENT is <172@>

line 1@: REGISTER_CONTENT is <6794>
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NEEDLE IN A HAYSTACK

- Needle in a haystack (Kamradt, 2023):
- "CTOr CeHa” — 3T0 OCMbICNEHHbIN TekcT (3cce Mona Mpama, 200K
TOKEHOB M/tOC NOBTOPbI),
- "uronka” — Hekoe yTBepxaeHune spoae "The best thing to do in San
Francisco is eat a sandwich and sit in Dolores Park on a sunny day”
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NEEDLE IN A HAYSTACK

Y GPT-4 K KOHLY 128K TOKEHOB KOHTEKCTa HauMHatoTCA C 3TUM
npo6nembi:

Pressure Testing GPT-4 128K via "Needle In A HayStack”
Asking SPT-4 To Do Fact Reticval Across Context langths & Docurment Depth

Tap ot
e 0o
wrocy
L of Retrigval
- e iy
sl ! o ta ageae ™
aonleitarathi whin o )
wacvd bt
100 e e
Flaced Fact N s
Document - i
o Batvise e
Depth
it
o
Aty
: ulkarieval
rerran
-— Contest Length (# Tokens) =
Goal: Test 6PT-4 nhillr\r To ReMew Infermation From Large Context Windows
A fact wos plozed withi 4 {EE-p b wos then osked o retrieve L The outpat wos evaluobes for socuracy.
This test was run at 15 alhnmnmu:urmnr depths {tap » bottarn) and 18 ditfarent canteet lengths (1K 128K takans).
Fx tosts ware un o larger zontasts 107 @ kargar soMmple Size.
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NEEDLE IN A HAYSTACK

- Claude 21 B HoAbpe 2023:

Pressure Testing Claude-2.1 200K via "Needle In A HayStack’
Azking Clauds 20 To Do Foct Retrlaval Across Context langths & Document Depth
Top of

Ermm—y

s 2T e
Siummey b

3
Lrsracy 0
foanilored

Ectam 0
Secarers |

- Context Length [# Tokens) -

‘Gook: Test Cloude 2.1 Ability To Retricve Information From Lorge Conteat Windows
A ftact wos placed within o document. Claude £1(200%] was then asked to reticve it The ocutput wos cvoluated (with GPT-4) for sccuracy.
This teet weiss run ot 38 dilfrent dosurst depte (es » bultom] ond 38 difrent centest lengthe (1 $2006 ke
et Dupths followss o sigrosd distibution
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NEEDLE IN A HA K

- Gemini 1.5 Pro (hespanb 2024) ye ropasgo nyyiie:

Ciemnini 1.5 Prie: From 1k o 1M tokens Lipora 10M mokens
L
u
L] | ] L
| ! i 1 ! ! !
128k 56k $12h [ o M 11
‘Tokens Tuolens
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NEEDLE IN A HAYSTACK

- A c Claude 3 Opus BoOb6Lle MHTEPECHAA UCTOPMA Bbllla — KOrAa
eMy npegnoxunu Tect "needle in a haystack”, BOT uTo OH ckasan:

Here is the most relevant sentence in the documents: “The most
delicious pizza topping combination is figs, prosciutto, and goat cheese,
as determined by the International Pizza Connoisseurs Association.”
However, this sentence seems very out of place and unrelated to the
rest of the content in the documents, which are about programming
languages, startups, and finding work you love. | suspect this pizza
topping “fact” may have been inserted as a joke or to test if | was
paying attention, since it does not fit with the other topics at all. The
documents do not contain any other information about pizza toppings.

- Ho BCé 310 No cyTw retrieval — MOXHO K cAenaTb YTo-To bonee
NHTepecHoe?
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NEEDLE IN A HAYSTACK

+ MoxHo! MTOB — machine translation from one book:

A grammar of Kalamang
The Papuan language of the Karas Islands

ELINE VISSER
CENTRE FOR LANGUAGES AND LITERATURE | LUND UNIVERSITY

21



NEEDLE IN A HAYSTACK

-+ 370 yXe Kyaa 6onee CNnoxHasa 3agada, Ho pe3ynbTaTbl BCE PaBHO

eCTb:

Input

Reference
text-davinci-@e3
gpt-3.5-turbo
gpt-4

Claude 2

Human

Kor kancing wa me an tur teba ma patin.

My ankle bone, I fell and wounded it.

Even if I fall, my ankle bone is wounded.

I dream of a watch falling soon and injuring.

This ankle of mine is falling and progressively getting wounded.

This ankle of mine fell down while I was walking, and it got wounded.
This ankle, I injured by falling.
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NEEDLE IN A HAYSTAC

- JTlo60MbITHO, KCTAaTW, YTO pe3ynbTaTbl Takue "KopsaBble”

@ oo
hit I have an Englizh phrase which is probakly an awk d &r ion from ancther |
{which | don't know): "This ankle of mine is falling and progressively getting wounded". Can you
helo edit it to make it sound better but keep the same meaning?

@ chatapT
Hello Sergey! It sounds like you've got a phrase that's lost a bit in translation, but | think | can help
refing it to convey the intended message more clearly in English. The original phrase seems to
indicate a recurring or worsening condition of the ankle, possibly due to instability or repeated

injury. Here's a more natural way to express this idea:
"My ankle kesps giving way, leading to prograssively worse injuriss.”
This revised sentance maintains the ariginal meaning but uses mers idiematic English phrasing. It

implies that the ankle iz not stable {it "gives way"), which results in injuries that are becoming maore

severe over time.
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NEEDLE IN A HAYSTACK

- Gemini 1.5 Pro y»ke cnpaBnancs noytu Ha YenoBeYeckom ypOoBHE:

Model kgv—eng eng—kgv
Human Evaluation (BLEURT) Human Evaluation (chrF)
GPT-4 Turbo (0-shot) 0.24 (33.1) 0.1(17.8)
GPT-4 Turbo (half book) 2.38 (51.8) 4.02 (48.3)
Claude 2.1 (0-shot) 0.14 (22.2) 0.00 (15.3)
Claude 2.1 (half book) 3.68 (57.1) 4.54 (52.5)
Gemini 1.5 Pro (0-shot) 0.24 (33.3) 0.08 (17.8)
Gemini 1.5 Pro (half book) 4.16 (63.4) 5.38 (58.3)
Gemini 1.5 Pro (full book) 4,36 (65.0) 5.52 (56.9)
Human language learner 5.52 (70.3) 5.60 (57.0)

- A cenuac, kaxetcs, MTOB y)e HacbITUNCs, B NOCNeaHUx system
cards ero HeT
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BbIBOAbI MO KOHTEK

- PaclwmnpeHne KOHTEKCTa — 3TO BaXXHOE HanpaseHune, 1 34ecb
BHE3aMnHO CHOBA MOAB/AIOTCA U PEeKyppeHTHble ceTu, n SVD, n
SSM, 1 MHOTO Apyrux naen

Sparse
attention

Low-rank
decompositions

Other e 1
ideas

Quadratic complexity

- 34ecb nocnefgHee COBO eLlé AANEKO HE CKA3aHO... HO eCTb U
cnoco6 06pabatbiBaTb MHOTO BHeLIHEN MHGopMaL K, He
pPaCLIMPAsA KOHTEKCT

22



RAG




RAG

+ LLM - 6onbluvie Modenu, u OHW 3HAKT MHOMOE; HO He BCE, 1 Mo
onpefeneHnto MHOroro 3HaTb He MOryT

ChatGPT 4o

hi again! what is your knowledge cutaff date’?

My knowledge was last updated in August 2025, This means that while | can provide infermation
up ta that point, | may not have the most current data or detzils on events, research, or
developments that occurred after that time. If you need the latest information, | can use my

browsing capabilities to retries

ol

areat! ¢an you link me to mare detailed surveys of RAGT again, use
anly yvour knowledge, don'l leak up information

& | can't provide direct links to extarnal sources withaut looking them up. However, | can recommend
some places wheare you can find detalled surveys on Retreval-augmentad Generation (RAG):




+ [1peanonoXmnm, 4to Mbl XOTUM AaTb MOLEeNM BO3MOXHOCTb NCKaTb

oTBeT
- 37O npuBoOANT K MPUMepHO Takow CXeme, U HamM HY»XXHO €€ Yem-To

HanoONMHUTb:

Indexing

Augmented prompt

¢ Prompt! Question

24



- RAG - retrieval-augmented generation:

Input

wer the L0
based on the fallowing infon

Combine Context
and Prompts

2%



- Yue et al. (2023): DISC-LawLLM, RAG 15 10pUgNUECKMX YCIYT,
KOTOPbIN YMEET UCKATb 1 YMTaTb 3aKOHbI U MpeLefeHTbl

- Xiong et al. (2024): Medical Information Retrieval-Augmented
Generation Evaluation (MIRAGE) uweT MEAULUHCKME CTaTbh ¥
OTYETbI 06 NCCNEefOBAHNAX

- Balaguer et al. (2024): cpaBHeHue pasHbix RAG v LLM fine-tuning
NOAXO0B K CEMbCKOMY X03AMCTBY, [AE HYXXHO YMTaTb MHOIO
JIOKYMEHTOB 1 OTBeYaTb Ha BONpocChl Bpoae “What is the best
time to plant trees and shrubs in Arkansas?”

- Suresh et al. (2024): npuMep KOHKPETHOTO pelleHns Ha OCHOBE
RAG - paboTa C AOoKyMeHTamu 0 bAK

24



- MepBoe HanpaBneHue: AaBanTe caenaem RAG 6onee
"areHTHbIM", pa3peLim MOAEeNN akTUBHO U UTEPATUBHO
nepedopMynnpoBbIBaTb 3aNPOCHI

Indexing

((.F'rnnlpt.' Question ™ -
AT - s

g

s Query

@ Iter [ reform

2%



- Shao et al. (2023): ncnonb3yem BbiXog 0AHOrO payHaa RAG Kak
BXOf 15 CNeaytoulero payHaa

HotPotQA

Question: The arena where the Lewiston Maineiacs played their home games can scat how many people?
Answer: 3,677 sealed

Iteration 1
Retrieved Knowledge
(1) Title: Lewiswon Maineiacs Context: The Lewiston Maineiocs were a junior ice hockey team . The team plaved its home
games at the Androscoggin Bank Colisée ..,
(21 'litle: Bangor Auditorium Context: .. a 5.943 scat multi-purposc arena located in Bangor, Maine ..
Generation
The Lewiston Maineiacs were a junior ice hockey team of the Quebec Major Junior Hockey League based in Lewiston. Maine. ‘The
team played its home games at the Androscoggin Bank Colisée. The Androscoggin Bank Colisée can seal up to 5,948 people,
So the answer is 5448

Tteration 2
Retricved Knowledge
{1} Title: Lewiston Maineiacs Context: The Lewiston Maineiacs were a junior ice hockey team . The team plaved its home
gamcs at the Androscoggin Bank Colisée .
(23 Titles Androscoggin Bank Colisée Context: The Androscogein Bank Coli
Lewiston Colisee) is a 4000 capacity {3,677 seated} multi-purpose arena ...
Generation
The Lewiston Maingiacs were a junior ice hockey team of the Quebec Major Junior Hockey Leagoe based in Lewiston, Maine,
They played their home pames at the Androscogain Bank Colisée. The Androscoggin Bank Colisée has o capacity of 4000
(3 cated ). So the answer is 3,677

ormerly Central Maine Civie Cenler and
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- Asai et al. (2023):

Retrieval-Augmented Generation (RAG)
Prompt How did LS states get ther names?
Step 1: Retrieve K documents

OF Ll ALY ebati, sleiel Ao e
=R Imlvicial perain,

opar names by etataa. In Texss,
Hanma 18 o papnlas B

narns,

Califorils was Lanied altar & fotioos]
dgland in.q Hpantsh bask

Step 2: Prompt LM with K docs and generata

Prompt How cid US statas get thelr rames? + IENE)

| estaiery

Dura: Self-reflecti 4

(Self-RAG)
Prompt How did US siates get ther names?

Step 2: Generate segment in parallel

Step 1: Retrieve on demand

prompt + )

Stap 5 Critigue sutputs and select bast sagmant @1y

T ome) > o
%’_3, {Feeese | — Rapeat... —=

oEm > o @

e T g
cang, nohding

Prompt: Write 60 essay of your Dest sUTmar vecallen

O\ 000 -

Prampt: Wiite an assay of your hes: summer vacation

)

21 1Ty family

2%



CRAG (Corrective RAG; Yan et al., 2024): oTOeNbHbIN OLEHLLUK

BblAaHHbIX JOKYMEHTOB

©: What Is Henry Q¢ Who was the sercenmriter REEEVAL | X1 i he snsn o i o | R2ETI2VRA DgUMEES B Iﬂ
Feilden's eccupation? fior Dcath of a Batman? -

45 4~ Retriaval (hekot s Knnwlenge Refmemenl 1
E\‘alllatur dn(um'rl: ae
. - i
[ Retriever ] SN [Garin] 5

Accurate Documents Inaccurate Documents Y mmm@ fampue
h 4 o m -’

Knowledge

Henwy Feilden EBatman {199 film): Correction ‘\‘{m{f Knnwqulg..
{Censervative politician): of the murder of Bruce ", .
Hemy Master Feil Waync's parcnts. When
wis am Conservat Har SCTIPI wWis
Parly poliven... Tewrillen, ..

arching

[ . - Fmmmmm e

it il Cornact I Ambiguous J

Politician. !
: - ' ]+
Generation 1 S L
i 2] !

Generator Generator Generator

{a) CRAG motivation: inaccurate retrieval results {b) CRAG inference with knowledge correction
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- Adaptive RAG (Jeong et al,, 2024): 06yyaeT 4ONONHNUTENbHbIN
KnaccumurkaTop, KOTopPbIv BblGVpaeT NpaBUNbHbIA NOAXO[ —
HY>XeH N1 RAG BOO6LLE, HY)XHO N1 3aMycKaTb €ro OAWH pas3 unu
UTEpPaTUBHO MHOrO pa3

Simpie Quary:
Woee v e Sihdn
it F s

3 Ele Crasey:
g Documents Vehen s e binday
) Wi = P!

Anzwer

=

mwh.m-vy ]

e % Documasls -, -

iy Feril unwva et ) Compli Quiry:
u winal cumeney s n

Dy Gk Etholarn
Biscourats



- ELLE 0AHO HaMpaBneHune yayyweHnin — ymHoe
nepepaHXnpoBaHme pesynbratos Bbigaun (Gao et al., 2023,
Blagojevich, 2023)

- 370, KCTaTW, 1 HAa06OpOT paboTaeT: LLM MOXET yny4aTtb NOUCK,
nomoras nepepaHxuposatb (Ma et al,, 2023, Peng et al., 2023)

24



- Ke et al. (2024): otoenbHasa seq2seq moaenb BbIGUPAET 13
[OKYMEHTOB KOHKPETHbIE YacTu, 6onee nHtepecHbole ans LLM

Aetrisue e =
candidate
passages Retriever Input: [Cluery]
[Fassmgn 1T
3 Fasiage Caatont
f :
[ Wowd if's Bven more: [Finish the passags in
imd':' F2 _beautiful than .. et i
arcl L
o i T R T .
. acked fra s @A, oy - kY icio| Win! it ven
H L | more besutitl th
! _anticipated)
- - g talty | -
Top- e 4[] this bible s even
pertesming LLM Gasias T | re heautiful than....
candidate for already selzcted

downstrearn

sk |' Wow! iU é\-_en EEEES
besititul than ...
Addta |

L% il

pessages, until |
na |
Improvements |
con bommade | Output: [Passape 10
i
} S ThelDsare
fisia]

torresponging
passage in the
raxt sten

converted to the

™,

- g ¥
Bridge

(drd r. }::I %

Palicy generates Trained
& passage ) -
sequence Bridge

|

|

PRO-like

Optimization
L

LLM generste
predaction

Datzzet-speclfic
metrics @1 used
a3 reward

24



- WNepapxuuyeckue nogxoabl: RAPTOR (Recursive Abstractive
Processing for Tree-Organized Retrieval; Sarthi et al,, 2024), rae
LLM peKkypCcyBHO CyMMapu3npyeT ANUHHbIe TeKCTbI

RAPTOR Tree Farmation of one tree layer Cantents of a node
3 5 SQ“ e df |
A

N nedles 2 and 3 |

Root layor (2010 2 Summarization " T i Child Nudes 2,2
%y by LK \ i
= - SN % 1 Text: summary of

i Text Embedding
Leaf layar 8 1

2%



- A NOTOM CaM MOMUCK MOXHO 3aMnyckaTb Ha 3TOM fepeBse
AHHOTALUWM, BblAaBaa 6onee rnobanbHbl KOHTEKCT Ans LLM
(koTOpbIV cam Mo cebe He Bres 6bl)

A, Tree Traversal Retrieval =

= .o DR . (0 —
Encudr || — —— LLM
- e M R—

Ratrisved Contaxt

Tree Structure

B. Collapsed Tree Retricval

~ = - ~ 000000000000 _oz + o e o
—— Fneednr — ——— LLM

—
Collapsed Tree Structure Retrieved Context

2%



Wang et al. (2024): Specialist LLM oTBeuaeT Ha BOMpOCHI Mo
nokymeHTam, Generalist LLM 0606L1aeT yepHoBUKM OT specialist

LLMs

6_9_ S m: s i Anzwers Asamns:LM Q% A Specialist L

{a) Standard RAG {b) Self-Reflective RAG {c) Corrective RAG

Prompt — &
[F: ot Finai ) R | e U ot
v oo || B ey

@A Knowledge-intensive Quary

= oaw-'—é»m

@)oo L () Al S — ) G s S

i AN e inlo wl-;m- Sparisd 1608 to reflect over the i

o e prarapt) Fsisman] dearre! caring ° selraved ooes s0d the § WL e fo .M..u’pu.:lrm.\smu.‘r_b_s arned e
1§ Instustion-fuming generated ASKErs classify mirpval dacs | 00as fom web search info pmpr,

(d) Ours: Speculative Retrieval-Augmented Generation (Speculative RAG)
i ': End generation o Sontiie qusnaig
i = 1 Ganerafist LM far ather tasks

-,‘ d Evaluate drafts by Genemlist
H LM & Accept the bast draft

Ao need fa instriction-

A = argmax Scoreqai | Q, fii) |
tune the ist LM L1 S

e u=-'|
> 98 Evalliate each answer draft based
When Generaiist LA Efficiantly ganerate drafts & snd rationale ff o the question and the rationale in

'gncour_rrers' i ledg U multiple p ives of the docs parailel using Generallst LM and Accept
| itestsive queriss? | izt o ther carevs clor e o Vi s fopc clister) ths Best Draft.

 Evaluata & Accapt Dralts Into Generalist LM BY




- CBA3aHHbIN noaxon — R[e]ALM (Retrieval-Augmented Language
Model; Guu et al., 2020): MOXXHO BCTaBWUTb MOWCK MPAMO B
npefckasaHune TOKeHOB; 3TO TOXe MPOAOMKAETCA, HO He Byaem

cenyac (Borgeaud et al,, 2022, Lin et al., 2024)

- mpe yig
- Unlabeled test —=----=--=-=--#o-o .2l | corpus H_J = Input guery --s-mcoeeeeoee e T data
The lNl.;K] at the top af the p}-rmxd {r} i what'a the angle of an aquilateral triangied fu)
e Tentual e —
Mevral Knoededge Retrieves fﬂ} = knowladge [ Meural Knoweledpe Retriever i}
\ carpis (2] 7 ’
for )
(=3 [T -
Kmvlad;ax\umnn-d Encnder |'c.$, e Krowledge Augmented Encoder ()|
= Mnsover ‘l--- o Amswer :
| [MiEE] = syramidicn | BD degreas (wl |
{a; REALM in pretraining () REALM in suparvised fine-tuning and inference
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- RETRO (Retrieval-Enhanced Transformer; DeepMind, Borgeaud et
al, 2022) nobasnaeT Nouck NpamMo B AeKodep TpaHcopmepa:

Chunked eross atiention (CCAY

Eneodded neighheoiss

v Fruzen kNN Retisye: 4 B

—,

5 CAMHLFD

Y

,

L3 CAH,L )

)
. |
¥«

2%



- RA-DIT (Retrieval-Augmented Dual Instruction Tuning; FAIR, Lin
et al,, 2024) ucnonb3yeT supervised fine-tuning, UTo6bl YNYYLINTD
MCNONb30BaHMe pe3ynbTaToB NoMCKa:

Retriever Fine-tuning Retrieval-augmentad Instructlon Tuning max g, ixle, o0
LA 1
pilel}ay e kit ¥: Do niot usa Y-splitiers or &-
o : i T Byl Loult b i Io B-pin converters in any
safved temporaniy by reflowing. ., \ninQ: Why of the PCla power cables
¥ dovs my GPU keep filing with Xid 79 Rllen supplying the GPU, Mk,
off the bus? A:
max i yly|e; e x)
El Background: i x A
- : thiat Miceosoft should withcray: P
min & ¥ Do not use Y-splitlers or &-
L3RE2 of the PCie power cables
Wiy dosa my GFU keep :
{79 fallen offthe bus? | aing with Xid 78 Faen off the bus? Answer: Sinsilyion e bELMata.
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- Mpo6nema RAG: Lost in the Middle (Liu et al., 2024)

~ Input Context

20 Total Retrieved Documents (—4K tokens)

te

253 B
Document [2] {Title: List of Hobel laureates in
Physics)

Accuracy

1st  Sth 10th 15th 20th
Position of Document with the Answer
|-'3f*"‘_"_*"_”'”5f’_‘\5'_ - —8— gpt-3.5-turbo-0613
Wiilhedm Qonrad A == gpt-3.5-turbo-0613 (closed-book)
(a) Multi-document question answering (b} Accuracy as a function of answer position

2%



- A rnaBHOE — NMOMYYEHHbIE 3HAHWA HECTPYKTYPUPOBAHDI, U
3a4auv TMna "Mronka B CTore ceHa” 34ecb He MOMOrYT, OHU He
NPO TBOPYECKY 06paboTKy BblAaumn nomncka

o

e
i L GOLDMAN & CO,

Pawn Brokers
BOO MAIN ST,
G5
< 102§

Wiren & Giain
1 i

oo
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- Fpachbl 3HaHun (knowledge graphs) — xopolwo pa3suTas 061acTb
(Hogan et al,, 2022; Ji et al., 2021; Heist et al., 2020; Yan et al,,
2018), HO KAXETCH, UTO UX MOXKHO 6bI10 Bbl UCMOMNb30BaATL Yalle

{Albert Einstein, BornIn, German Empire)
(Albert Einstein, SonOf, Hormann Einstein)
{Albert Einstein, GraduateFrom, University of Zurich)
(Albert Einstein, WinnerOf, Nobel Prize in Physics)
[Albert Uinstein, Expertln, Physics)

{Nobel Prive in Physics, AwardlIn, 'hysics)

(Lhe theory of relativity, TheoryOf, 'hysics)
{Albert Binstein, SupervisedBy, Alfred Kleiner)
(Alfred Kleiner, ProfessorOf, University of Zurich)
{The theory of relativity, ProposedBy, Albert Einstein)
(Hans Albert Finstein, SonOf, Albert Einstein)

P
tans Albeil
\_ Einsiela !

f’l—&ermalm\.l
s

Mkl |'rim;"‘-.|

i Fhysies

7T T Bomln
{ German ‘T

4, Fmpire ¢
Ry

CraduateFrany

Supervisedliy

" Prafessondf —— 3 )
- o Kleimer
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- ECTb Macca ye rotoBbix rpados 3HaHui

- Wikidata (Vrandedic, Krotzsch, 2014): uactb Wiki-npoekra, 6onee
110M egnHNL, AaHHbIX

- DBpedia nepesoaut Wikipedia (MHO6OKCbI B OCHOBHOM) B
rpad 3HaHun, 220M entities n 1.45B triples

- ConceptNet (Speer et al,, 2017): commonsense knowledge
onpeaeneHnsa cnos, Tam ectb Wiktionary, Ho UM feno He
orpaHuymMBaeTcs

24



- [padbl 3HaHWW NCNONb30BANUCL ANS ynydyleHus pretext tasks

- CemeincTBo LLM ot Baidu ERNIE (Sun et al,, 2019, Sun et al., 2020,
Xiao et al,, 2020, Sun et al., 2021) ¢ 3T0ro Ha4YMHaNoOCh:

() O G D D

British authar 1. [mask] Rowling

HAREy EUHEL un m iz

Rcisic level Mrisking [mask] Ptter is & series [mask] fantasy novels [maskl by
Enfibvlevelmoskig  Hamy Putter & 8 series [mask] fantasy 'novels [mask] by British author fmask] [mask] fmask]
Harry Potter is [mask] (mask] [maskl fantasy novels [mask] by Brifish author [mask] fmesk] | [mask]

Plhrgse-leval pMasking

24



- A noTOM 3T0 NPOAOMKaNoch B cneayowmx sepcuax ERNIE (Sun
et al,, 2021):

Translormer Block = N
. f . . t + . +
Mightingale [SEF) The Mightingale s written by Danish

The Nightingale is written by Danish author Hans
Christian Andersen, When the Empersr 18 nass death,
the nightingale's sang restoros his health ..,

Encyclopedia

2%



- JointLK (Sun et al., 2022) BBoauT B TpaHchopMep BHUMAHME,
cneunanbHoO alanTUpPOBaHHOE And rpados:

Plausibifity
Suore
P T 1 =
JointLK ; -
Layer t3 T

Dynamic Pruning __,—-"'

Nx MBSt

Joint Reasoning Module

LM Encoder

e
|CLS| questinn |SEP| chaice |SEP| ’ e
"

- e e _I_\i;_ :3__'__ __j
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Wang et al. (2023): chain-of-knowledge prompting

. Exemplar #1
2 15 the following sentence 1
plausible? 'Joac Moutinho 1 1 2z | 7 K|
was out at third." )

Ao LS Fink & | —{Test | :

- 1| Q:lsthe following eentence plausibla?
Zara-shot Pos '
v st Reasaning Knowledgs Bass 1| Derrick White bakhandect a shet || Knowledge Base
Factuality Verfication

Anntatos

1 {Pherricck Wik, 4,
, =il player)

3 £ {backhanded shat, is co-
mmonly used in, bockey or

#1 ~
Q: Is the following sentence plausibla? ‘Joao Maoutinho

! i TEvidence liiples
was ol al third. 1. {Derrick White, is. basketball player)
2 (backhanded ahm ia commanly used

Evidence triples:
1. {Joao, isA. soccar player]

¥ !
-
2. {being nut at third, is part of, baseball) ' Explanation hinte: Backhandsd shat is : }-| ithiulness Ve amn|-) s

w monly used in hockay or tennis, b l
Explanation hints: Being out at third is par of bassball, L rienms et
el Joan Moutinhe is & soccer player,

A Mo, A
Exemplars Construction Chain-of-Knowledge R i F2-Verification
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- Peng et al. (2024): ecnu nckatb CTPYKTYPUPOBAHHbIE TPUMNETDI,
OTBETbI CTAHOBATCA TOUHee

Query

How did the artistic mowsmonts

af the 19th cartury impact tha
development of modern arl in
the 201 confury?

LLMs

Response

The anistic move ments of
1he 19th century inlusnoed
modern art In the 20th
senlury by encouraging
axparimantation with color,
farr, and subject malier
Thiese movements paved
tha way for abstraction,
exprassionism, and olher
inrovilive,

Query

Herw did he arlistic mzvermants &
of the 18th century impect the -

develngmert of modem atin
thi 20t sanbary 4

Retrigver

1. impressianist artists (ke

Ciwale Monet mtroduced new
technigues that revalytonized
the depictinn of Yght and coloe
2. The Imaressicnist techaigues

LLMs =+ 3 fbic Piessso pisneered
Cutasm, wihich rodicolly
tramsformed the appross o
sl representatian.

A, Cubism srmerged iv the sory
200th ceatury and chalienged
tradlitiong) gerspectives on ort

[2) Retrieved Text

Response

Impressionst arlsts (ke Clause Monet in the 151h
senbury plroduced new lechnigues thal influencs:
later art movemnents. Pablo Picasso plonsensd
Cubism rektivity in the early 201h century.

infilenced later art mavements,

Query

Huow: dd ta arlistic movamants ®§
of the 191h century mpactthe
dealoamert of maderm 2 in

e 20t canbury® Fstitaver:

- (iigude Monet - Intracuced] =
dnew pechiiques)

(e techniguss) —
[revalationizeel] = (e
light s calor)

- fimpressianist techmiques) -
LLMs = finflucncod] = fintor ot
movermen b

- (Pablo Biceysa) - jmineered]
{Cubisen)

- fEuhismj - femerged i) > ey
2tk century)

& Retrioved Triplets

Response

Moret introdwced new techniques that revolutionized
the depiction of light and color. His Impressonist
Lechnigues infllusneed laier arl movermenls, inchading
Pioases's Cublam, which emerged in the eary 20t
enlury. This nfuence helped shape Picassc's

approach 1o
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- 1na camoro noucka MOXHO ncnonb3osatb GNN; Hanpumep,
QA-GNN (Yasunaga et al., 2021)

Eucadiag ML

QAr..?ntext m ea .
o \ _/
aint Probabilit
k ﬁm{m T : m um msc:r;‘ v
Twirieval TN s P
A - m ;. \ m [CHE m J \,Dw
o unellm;t;z. == € .cg m bm Pl
Seovlig (§3.2)
L &
“ QA-GNN =

2%



- Luo et al. (2024): reasoning on graphs (RoG)

Knowledge Graphs (KGs)

Relation Paths £ / Q(ZE?G.GJ @ Retrieval Reasoning Paths Wz
T e born_in city_of __
aduaten_from — locatad_in e, aduats, 'mmu sA located_in
rofmsmion — work_in — city_of oo TP a0 T SRS VT Lk Y

:mpr: Fileqse Qen:r&?e Pyl =g) J Prompt: Please answer the
elpful relation paths for uestion bosed on The reasonin
answering the question. @ Planning A @ Reasoning ! paths and explain why. .

=) dl.urgt Language Models (LLMs) =—>
Fylalg, 2,4)

T 1 ; _______ Q _______
Instruction 1Reasaning Optimization :

Finetuning
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Luo et al. (2024): reasoning on graphs (RoG)

Question

What type af govemsnent & wsed i the country with

Anwer
CharGPT + CaT

Prsliansentury system

be e “Northers Disrict” does ot speci
ot any panh.nhu country urpmvldr:nuugh cantest s idestify i

i< preemuneni np¢ Tl

CHTIFT 4 T

Reasouing Pattn | = sicm.
nmmmr-m r,pcn\'mmcl\llllnr\ -r.rﬁ.mmmm

5 ihe b e o b . Lo € sl e s e The
| owan Comlinale” b weslasas shriag fhe 1) wenen s

Theeiv om0

the Hide i

“The pe gt e 0 Uhe oty with fhe Northors Disttet a2 Parliamentary -
— wacming Vel
Exglanafions:

1. Norshern Disirict —» location. sdminisirative. division.first level dvision af -+ lamel

i e Narern Disict s ot of bl
form of_guwernment. coumries — Parkiumentary dpstens: Eemel has

&
a F‘.\rllummn system of povernment.

Su, by lotlowing the reasoning paths provided, we can conchude that the cossery with the
Northers Disirict. which is lsael. wes o Pastiameniary sysaen af govemanl

e pre—— 5
s i i i B P

N et ol kel lduit s o B Lawa Clrtinty
'|~.n|- am arcr atadion
asod on ihe asmaing peitm provadea, the hame siad e 1038
Wik inlioming
Pt

1. 19846 Warkd Scmien —+ sprartaspusrts s chusstpssbis - 51 Lusia Cortlinads
et aparts Bch St

PR, T

< antads s the e i
ok bl tha 11

ot e 1

The omaring
1

b e e S
Work) Sere 0 "

2%



- MOXHO M Hao60opOT, CTPOUTbL rpadibl 3HaHWUK Yepe3 LLM: COMET
(Bosselut et al., 2019) ucnonb3zosan GPT-2, UTo6bl BbIBOAUTD
HoBble TpunneTol, BertNet (Hao et al,, 2022) HaunHaeT ¢

onpeneneHna OTHOWEHNA N HECKO/MbKNX NMPUMEPOB

{a) COMET fills in knowledge graph triples

Inpat

! Pt Engds Enity P

Prompt Creation ik

be a1 rizk for 8

can patncisily
cause B,

1t 6 sy Yead To B
P F o A, iy

Entity Pair Search
s Bl s
patentind_sisk
s | (ucking i)

na istang, s bie]
ni Ispemding, cranh|

| .
| ~Tha possoniairish al
* | s s ssicide.
e e
| mbesity

Setarch LM

O FLPRPIRA . 4
Wetgfie Pramor Sl L

(b} BertMet automatically improves relation definitions

2%



BblBOAbI MO RAG

- HMKaKoro KOHTeKCTa He XBaTUT HA BECb UHTEPHET, MCKaTb BCE
PABHO BYAET HYXKHO

- RAG — 0HO 13 BaXXHEWNLLIVX HanpaBneHunn NCNoNb30BaHNS
JNOMOMHUTENbHBIX MHCTPYMEHTOB 415 LLM (xoTd ecTb 1 apyrue,
HO 06 3TOM He cerofHs)

+ ECTb MHOMO pa3HbIX NOAXOA0B, HO, KCTATW, U CaMbli MPOCTOW
TOXe paboTaeT xopowo: In-context RALM (Ram et al., 2023)
npocTo 6epET BCe HaWAeHHbIe JOKYMEHTbl U 106aBNAET UX K
3anpocy ana LLM, n Toxxe Bcé paboTtaeTt

. Language B 026

todel taLvamsn.
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CnAcueo!

Cnacn60 3a BHUMaHue!
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