Bayesian Additive Regression Trees
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Bayesian Additive Regression Trees

BART, Bayesian Additive Regression Trees — ABNAeTCA HenapameTpuyeckmm meToioM, KOTOPbl i
o6benHAET B cebe nyulune yepTbl APEBECHbIX aHCamben n 6anecoBCKOro Noaxoaa:

BblPa3UTE/IbHOCTb N OUEHKY HeornpeaeneHHoCTN.

Ecnu KpaTKo, TO uaes oyeHb npocTasn:

1. 3ajlaem anpuopHoe pacnpeaeneHune Ha cnyyanHom fece, To eCTb pacnpefeneHme, M3 KOTOporo
MOXXHO reHepupoBaTb Neca, COBMeCTUMble C hOPMAmMoM HaLLIUX JaHHbIX

2. o nmerowencsa obyuarollen BbiIbOpKe CUMTAEM anoOCTEPUOPHOE pacnpeaeneHune, U3 KOToporo
MOXHO reHepupoBaTb Neca, onuchisarWue Halmn AaHHble

3. [poroHsieM nHTepecyllme Hac AaHHble Yyepe3 anocTepuopHbIe neca, Nnosyyas anocTtepuopHoe

pacnpeaeneHune npeackasaHum



bonee chopmanbHO

Y, =fX;, 2)+ &, & ~N(0,0%),
f(x' Z) = g(x, Z, TlfMl) + g(x, Z, TZIMZ) + et g(x: Z, Tm: Mm)
3necb g 3T0 hyHKUMA, KOTOPas BblAAET 3HaUeHne AepeBa Ha AlaHHbIX, T, ONUCbIBaeT CTPYKTYPY

nepesa h, a My = (Uns, -, np, ) OMMCHIBAET OLEHKU CPEAHUX B NNCTbAX AEPEBA.

Ecnu mbl cuntaem m QUKCUPOBAHHbBIM, TO 4715 NpoBeaeHNss 6anecoBCKOro BbIBOAA HAM HY)XHO

3a/aThb:
e anpuopHoe pacnpeaeneHne Ha T
e anpuopHoe pacnpeaeneHne Ha M

e anpuopHoe pacnpeaeneHune Ha o2



AnpuopHoe pacnpepeneHue Ha T

AnpuopHoe pacnpeaeneHune Ha oiHOM JiepeBe COCTOUT U3 TPex yacTen:

e BepoATHOCTb TOro, UTo BepLNHA HA rNybuHe d He ABnAeTca AUCToM. O6bIuHO 6epyT B BUAe

) [MBI MO3KeM pa3le/IuThCs Ha JBe BepiiuHbl], a € (0,1), 8 >0

e PacnpepeneHne Ha MHOXXeCTBE NepeMeHHbIX, N0 KOTOPOMY 6yaeT NPOBOAUTLCA pa3feneHne B
naHHOU BeplinHe. O6bIYHO 6epyT paBHOMEPHOE.
e PacnpepeneHue 3HaUEHUs NepeMeHHON, B KOTOpOM byaeT npoBoAnTbCA pasaeneHne. O6bIYHO

6epyT paBHOMEPHOE Ha 3HAUEHMNAX U3 AAHHbIX



AnpuopHoe pacnpepgeneHue Ha M

Ansa Toro, uTo6bl 334aTb aNPUOPHOE pacnpeaeneHne Ha M, genatoT cneayouee:

1. CTaH4apTU3MPYIOT NEPEMEHHYIO Y, uTO6bI ee 3HaueHus 6binn mexay —0.5 n 0.5

0.5

2
2. 3apalT anpuopHoe pacnpegeneHue Ha u; ~ N (O, (ﬁ) ) B 3TOM Cnyyae cymma m

2
0.5
He3aBUCMMbIX epeBbeB ByaeT UMeTb pacnpeaeneHne NV (0, (T) ), KOTOpOe HaKpblBaeT

nHtepsan (—0.5,0.5) c 60nbLION BEPOATHOCTbIO, KOTOPYHO MOXHO Bbl6MPaTb 3a cUeT k



AnpuopHoe pacnpeaeneHue Ha o

[insa Toro, utTo6bl 337aTb aNPUOPHOE pacnpefeneHne Ha g, fenatoT cnegyollee:

1 o -
1. CumTaloT RSE = /;Zief nuHenHoun perpeccuin (e; 3To ocTaTkm)

2. 3ajaloT Ha o pacnpeaeneHne Inv-Gamma Tak, Uto6bl OHO 6b1/10 MeHblue RSE ¢ 601bLWON

BEPOATHOCTbIO, HAanpumep, 90%.



ANNpPOKCUMMaLMA anocTepuopHoOro pacnpeaeneHus

KaK 370 uacto 6bIBAaeT CO C/IOXHbIMW MOJENSAMKU, MONYYUTb AaNOCTEPUOPHOE pacnpeaeneHne

dHaA/TNTUYECKN HEBO3MOXHO.

BMecTo 3TOro ucnonb3yot meton MouTe-Kapno Ha mapkosckux uensax (MCMC), uto6bl
CreHepupoBaThb OCTATOUYHO 60MbLIYI0 BbIGOPKY U3 anoCTepuopHOro pacnpeaeneHus. Bee

Heob6XxoAnMble OLEHKMK AenatoTcs no 3Ton BbibopKe.



Markov Chain Monte Carlo



MCMC

Mbl He 6yieM 0C060 NOrpy>aTbCA B TEOPUIO MAaPKOBCKUX Lieneun, U NPoCTO PACCMOTPUM CNeAYIOLLYIO

CTPYKTYPY:
o ECTb HEKOTOpPOE MHOXECTBO COCTOAHUN %,

o [Ing Kaxporo coctosiHUA x € X ecTb pacnpeaeneHue nepexoaa T(x'|x) Ha X.

imes TaKyto CTPYKTYPY Mbl MOXXEM HauaTb 6nyxaaTh N0 X: CTApTYEM B TOUKE X, MOTOM reHepupyem

x1 N3 T(: |xy), NOTOM reHepupyem x, us T(- |x,) v Tak ganee: x;,, reHepupyetca ns T(- |x;).



MCMC

MocnenoBaTeNbHOCTb X, X1, X5, ... HA3bIBAETCA TPaeKTopuen. Ecnu cemencTso pacnpeaeneHunn

nepexo/oB 06/13al0T HEKOTOPbIMUK CneuuanbHbIM CBOUCTBAMMU, TO
1. TOUKM TpaekTopuu, HaxoaaLwmecs Aaneko Apyr oT Apyra, 6yayT NpakTUUeckn He3aBUCUMbI.

2. TN panekue TOUKM 6yayT UMETb HEKOTOpPOoe PUKCUPOBAHHOe pacnpeaeneHue m(x),

Ha3blBalolWeecd CTaUlVOHAPHbIM.



MCMC

MocnenoBaTeNbHOCTb X, X1, X5, ... HA3bIBAETCA TPaeKTopuen. Ecnu cemencTso pacnpeaeneHunn
nepexoAoB 061a4al0T HEKOTOPbIMMK CNeLnanbHbiMM CBOUCTBAMU, TO

1. TOUKM TPAeKTOpuK, Haxoaslmecs Aaneko Apyr ot apyra, 6yayT npakTuyeckn HesaBUCUMbI.
2. TN panekue TOUKM 6yayT UMETb HEKOTOpPOoe PUKCUPOBAHHOe pacnpeaeneHue m(x),

Ha3blBalolWeecd CTaUlVOHAPHbIM.

Llenb MCMC — Bbl6paTtb Takue T, uTo6bI CTaLMOHapPHOEe pacnpegeneHune 6b1/10 paBHO HY)XHOMY HaMm

pacnpeaeneHuto p(x), N UTo6bl TOUKN TPAEKTOPUIN CTAHOBUMNCH AOCTAaTOUYHO HE3aBUCUMbIMU

00CTAaTOYHO 6bICTPO.

Ecnu 37O BbINOMHEHO, TO Mbl MOXXEM CreHepupoBaThb BbIGOPKY 13 p(x), CrEHEPUPOBAB ANNHHYIO

TPAEKTOPUKO N NMOTOM Bbl6paB AOCTAaTOYHO AaneKo OTCToALW e TOYKN.



Anroputm Metpononunca—IlacTuHrca

imeloTca 4OCTaTOUHbIe ycnoBua Ha T ANs CyWecTBOBAaHUA eAUHCTBEHHOIO CTaLMOHAPHOIO
pacnpegeneHus, paBHoro p(x):
1. MpuHuun getanbHoro pasHoBecus: p(x)T (x'|x) = p(x")T (x|x")

2. T(x'|x) >0pnaBcexx' nx

3aMeTum, YTo N3 NepBOro ycnosusa cnegyet, uYTo
T(x'|x) p(x’)
T(x|x") p(x)

MpeactaBum T(x'|x) B Bupge T(x'|x) = g(x'|x)A(x'|x), rae g(x'|x) 3TO pacnpeaeneHune, KOTopoe

npeanaraeT KaHAUAATYPY ANA ouepeaHoro nepexoaa, a A(x'|x) 3To BepoATHOCTb, C KOTOPOW TAKOW

nepexon ogobpsetca. Ecnu nepexon He oa06psAeTCA, TO CTOMM Ha MecTe.



Anroputm Metpononunca—IlacTuHrca

T(x'lx) _pix)
T(x|x") pCo)

MpeactaBum T(x'|x) B Bupge T(x'|x) = g(x'|x)A(x'|x), roe g(x'|x) 3TO pacnpeaeneHune, KOTopoe

npeanaraeT KaHAUAATYPY ANa ouepeaHoro nepexona, a A(x'|x) 3To BepoATHOCTb, C KOTOPOW TAKOW
nepexof ogobpserca. Ecnu nepexon He ogob6psAeTcs, TO CTOMM Ha MecCTe.

[MTonyyaem

A(x'|x) _ p(x") g(x[x")
Ax|x")  plx) gx'|x)

p(x") g(x|x’)
" p(x) g(x'|x)

3ameTum, 4to ecnu B3ATb A(x'|x) = min <1 ), TO BCe nonyuutcs!



Anroputm Metpononunca—IlacTuHrca

T(x'lx) _pix)
T(x|x") pCo)

MpeactaBum T(x'|x) B Bupge T(x'|x) = g(x'|x)A(x'|x), roe g(x'|x) 3TO pacnpeaeneHune, KOTopoe

npeanaraeT KaHAUAATYPY ANa ouepeaHoro nepexona, a A(x'|x) 3To BepoATHOCTb, C KOTOPOW TAKOW
nepexof ogobpserca. Ecnu nepexon He ogob6psAeTcs, TO CTOMM Ha MecCTe.

[MTonyyaem

A(x'|x) _ p(x") g(x[x")
Ax|x")  plx) gx'|x)

3ameTum, uyto ecnu B3aTb A(x'|x) = min (1,?’(" )g(x[x )
p(x) g(x’|x)

e

Ham 20CTaTOYHO 3HATb p(x) C TOUHOCTbIO A0 MHOXUTENA!

), TO BCe nonyyuTtcsal



Anroputm Metpononunca—IlacTuHrca

Anroputm:
1. Bbibnpaem x,

2.  [lOKa He HaJoecCT:

1. TeHepupyem x’ n3 g(- |x;)

2. CumTaem A = min (1,p(x )g(x",|x ))
p(x) g(x |x;)

3.  CBeposAITHOCTbIO A 6epem x;,; = x', a C BEPOATHOCTbIO 1 — A bepem x;,1 = X;.

Ecnm g(xlx’) = g(x’lX), TO A CUUTATDb e|.|.|,e I'IpOLI.I.e: A = min (1; Z;((?;)))



CamnnupoBaHue no Nr’méb6ey

B MHOTOMEPHDIX NPOCTPAHCTBAX CNOXHO npennaratb Xxopowne HoBble COCTOAHUA ANAa BCETO

BekTopa x = (x4, ..., X,,) Cpasy.

PeweHune: n"TepaTnBHO OO6HOBNATb MO OAHON NEPEMEHHON 3a pa3, PUKCUpPYA BCe OCTalbHbIE. 3TO
4YacCTHbIN cnydyanm MeTpononuca—racTuHrca, B KOTOPOM B KQUeCcTBe g BbICTyMaeT pacnpeaeneHme
p(- |x_;), rAe i MOXET 6bITb CAIly4alMHbIM, 2 MOXET NOCNeA0BaTelbHO 06X0AUTb BCE KOOPAMHATbI.
PacnpeneneHune nepexona He 3aBUCUT OT TEKYLLErO 3HAYEHUS x;, U HETPYAHO NOKa3aTb, YTO B 3TOM

cnyuae A scerga byaet paBHo 1.

Korpa npumeHsieTcs: COBMeCTHOe pacnpeaeneHune cnyyanHbiX BETMYNH HEN3BECTHO ABHO, HO

YC/NNOBHbIE BEPOATHOCTUN N3BECTHbI U N3 HUX NNETKO Nr’eEHEPUPOBATD.



ComnnuposaHue gna BART

CamMnnnpoBaHue U3 n epeBbeB Ha BEPXHEM YPOBHE ABNAETCA CIMAAUPOBAHUEM MO Tn66CY: Mbl
NPOXOANM MO AepeBbsAM MO ouepeamn u CIMNAMPYEM AePEBO U3 YCNOBHOIO pacnpeaeneHus. 31o
COMMN/INPOBAHNE MOXXHO NMPOBOANTb PA3HbIMK CNOCO6aMU, HaNpuUmep, C MOMOLLbIO elle OAHOro

MeTpononuca—lracTuHrca.

Algorithm 1 Bayesian backfitting MCMC for posterior inference in BART

1: Inputs: Training data (X,Y), BART hyperparameters (v, q, k, m, as, Bs)

2: Initialization: For all j, set 7;.(0) = {T;.D) = {€}, ij) = r.:;m = ()} and sample ”JEU)

3: for 2 = 1 : max_iter do

4: Sample o2(%) \7'1(;:1} p(f;,;l) > sample from wnverse gamma distribution
5: for j=1:m do | —

6: Compute residual RJE” Rj =Y — Zj’=1,j"#j 9( X5 Tjrs pyr)-
7 Sample 7;(1:}|R_g-i), o200 7}(i_1) > using CGM, GrowPrune or PG
8:

Sample pgi)|R§i),02(i),7;(i} > sample from Gaussian distribution




HanpaBneHus ana nccnefoBaHnm

1. Jlpyrue CTpyKTypbl gepeBbeB. Hanpumep, NUHTEpPeCcCHO NOCMOTPETb, UTO 6yAeT B c/iydyae Tabnuu,
pPelleHNn — MOJHbIX ABONYHbIX IEPEBbLEB, Y KOTOPbIX HA KAXA0OM YPOBHE CTOUT OAUH N TOT Xe
npegukar

2. AcumnToTunyeckoe nosepeHwue. [pu Bo3pactaHum uncna gepesbeB BART cxoanTtca K

raycCoBCKOMY npoueccy.

I eKTUBHbIE aNTOPUTMbI ANA CIMNIUPOBAHMUS.
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