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Schuster. COLING-2022. 

Practical Uncertainty Estimation and Out-of-Distribution Robustness in Deep Learning. 
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Uncertainty Quantification for Large Language Models. Artem Shelmanov, Maxim 
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QUESTION @ ICLR-2025 

Benchmark: Benchmarking Uncertainty Quantification Methods for Large Language Models 
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рассказать слушателям о ходе выступления.
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Why we need to estimate uncertainty of model predictions?

Consider we have a trained neural network model for binary classification
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Why we need to estimate uncertainty of model predictions?

Consider we have a trained neural network model for binary classification
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Background

Uncertainty Quantification (UQ) is a subfield of 
machine learning that seeks to model the degree to 
which model predictions can be trusted.

Ideally, the instances with the most uncertain 
predictions should correspond to errors.

Larson et al. An Evaluation Dataset for Intent Classification and Out-of-Scope Prediction. EMNLP-IJCNLP 2019.
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LLMs Hallucinate

LLMs deliver impressive performance, yet still 
generate hallucinations and incorrect facts.

Such errors hinder their use in safety-critical 
applications.
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Notion of Uncertainty

Uncertainty quantification in deep learning focuses on analyzing and quantifying uncertainty to improve the 
reliability of model predictions.

Aleatoric uncertainty: occurs from 
ambiguity, randomness, and noise in 
data.

Epistemic uncertainty: pertains to a 
lack of knowledge about model 
parameters

Eyke Hüllermeier and Willem Waegeman. Aleatoric and Epistemic Uncertainty in Machine Learning: An Introduction to Concepts and Methods. 2011.
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What is Uncertainty?

There is no unified way for specifying uncertainty scores. They can be measured in various ways: distances, 
probabilities, entropy, error, etc.

Information theory / Bayesian statistics provides a principled way of measuring uncertainty. It is an entropy of a 
probability distribution.
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Two Sources of Uncertainty

Epistemic 
uncertainty

Predictive
uncertainty

Aleatoric 
Uncertainty 

𝑈𝑝𝑟𝑒𝑑: ≜ 𝑈𝑒𝑝𝑖𝑠𝑡𝑒𝑚𝑖𝑐 + 𝑈𝑎𝑙𝑒𝑎𝑡𝑜𝑟𝑖𝑐

𝐻 𝑌 𝑥, 𝐷) = 𝐼 𝑌,𝑊 𝑥, 𝐷 + 𝐸𝑤~𝑝 𝑤 𝐷 𝐻 𝑌 𝑥, 𝑤
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Applications of Uncertainty

Uncertainty quantification methods play a crucial role in various practical applications:

Out-of-distribution (OOD) 
detection

Selective prediction Active learning
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Problem Statement

Selective classification aims not only to make the 
prediction for a given instance but also to estimate the 
model’s uncertainty associated with that prediction.

Applications: 

hate speech detection in social networks 

medical diagnostics
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Softmax Response

Softmax response (SR) is a trivial baseline for UE a trained model that uses the probabilities generated via the 
output softmax layer of the neural network. The smaller this maximum probability is, the more uncertain model is:

where                     - probability of sample      belong to class                 .

,

Yonatan Geifman and Ran El-Yaniv. Selective classification for deep neural networks. NeurIPS 2017.
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Why Simple Softmax Probabilities are Bad for UQ?

What we get usually from softmax

▪ High uncertainty

▪ Low uncertainty
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Why Simple Softmax Probabilities are Bad for UQ?

What we get usually from softmax

▪ High uncertainty

▪ Low uncertainty

What we would like to have
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Deep Ensemble

Consider we have conducted T independent models. We can use the following ways to quantify uncertainty with the 
standard Deep Ensemble:

Sampled maximum probability (SMP)

where      is the probability of the class    for the t-th stochastic forward pass.

Probability variance (PV) 

where                   is the probability for a class     averaged across T stochastic forward 
passes. 

Bayesian active learning by disagreement (BALD)

Overhead in:
• memory footprint
• inference time
• training time

Lakshminarayanan et al. Simple and scalable predictive uncertainty estimation using deep ensembles. NeurIPS 2017.
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Monte Carlo Dropout

Consider we have conducted T stochastic forward passes. We use the following ways to quantify uncertainty with 
the standard MC dropout:

Sampled maximum probability (SMP)

where      is the probability of the class    for the t-th stochastic forward pass.

Probability variance (PV) 

where                   is the probability for a class     averaged across T stochastic forward 
passes. 

Bayesian active learning by disagreement (BALD)

UQ Score

Gal et al. Deep bayesian active learning with image data. ICML 2017.
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MC Dropout Options in Transformers

1. Replace only 
dropout before the 
classification layer
(last dropout)

For 20 stochastic predictions 
< 1% overhead in terms 
of parameters

Shelmanov et al. How certain is your Transformer? EACL 2021.
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MC Dropout Options in Transformers

1. Replace only 
dropout before the 
classification layer
(last dropout)

For 20 stochastic predictions 
< 1% overhead in terms 
of parameters

2 dropouts in the 
self-attention block

dropout after the 
embedding layer

dropout in the output 
network

2. Replace all dropouts
with MC dropout layers

For 20 stochastic predictions 
~ 1900% overhead

Shelmanov et al. How certain is your Transformer? EACL 2021.
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Mahalanobis Distance

Mahalanobis distance (MD) is proportional to the negative log-likelihood of a multivariate normal distribution, up 
to an additive constant:

where       is a hidden representation of a 𝑖-th instance,      is a centroid of a class   , and     is a covariance matrix for 
hidden representations of training instances.

training data

centroids

Lee et al. A simple unified framework for detecting outof-distribution samples and adversarial attacks. NeurIPS 2018.
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Deep Deterministic Uncertainty

GMM with 3 components fitted to a synthetic dataset 
with 3 different classes

Mukhoti et al. Deep deterministic uncertainty: A new simple baseline CVPR 2023.
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Robust Density Estimation

Idea: Removing outliers from the training dataset for parameter estimation in 
MD.

Method: 

Do not share the covariance matrix between classes

Use Minimum Covariance Determinant (MCD) to find a subset of instances 
that minimizes the determinant of Σ for each individual class 

PCA with an RBF kernel. 

This results in a robust covariance estimation consisting of centered data 
points rather than outliers.

Yoo et al. Detection of adversarial examples in text classification: Benchmark and baseline via robust density estimation. Findings of ACL 2022.
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Motivation

In-distribution (ID) 
instances

Ambiguous in-distribution  
(AID) instances

Out-of-distribution 
(OOD) instancesDecision boundary

Goal: build a reliable selective classification methods for ambiguous text classification tasks.

Classification mistakes usually arise from two sources:

OOD areas – can be detected with epistemic UQ methods 

Ambiguous in-distribution (AID) areas – can be detected by aleatoric UQ



25

Motivation

Following the Bayesian approach, the total uncertainty of a model prediction of an instance     for the given training 
dataset is computed as follows:

where           is an aleatoric uncertainty and           is an epistemic uncertainty.

Methods for quantifying epistemic uncertainty:

Mahalanobis Distance (MD)

Robust Density Estimation (RDE)

Deep Deterministic Uncertainty (DDU)

Methods for quantifying aleatoric uncertainty:

Softmax response (SR)

Entropy
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Hybrid Uncertainty Quantification (HUQ)

Decision boundary

Input: Validation dataset                     , hyper-parameters                , inference point    , ranking function 

Output: Uncertainty estimates 

Vazhentsev et al. Hybrid Uncertainty Quantification for Selective Text Classification in Ambiguous Tasks. Findings of ACL 2023.
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Hybrid Uncertainty Quantification (HUQ)

ID set:

Decision boundary

Input: Validation dataset                     , hyper-parameters                , inference point    , ranking function 

Output: Uncertainty estimates 

Vazhentsev et al. Hybrid Uncertainty Quantification for Selective Text Classification in Ambiguous Tasks. Findings of ACL 2023.
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Hybrid Uncertainty Quantification (HUQ)

ID set:

AID instances:

Decision boundary

Input: Validation dataset                     , hyper-parameters                , inference point    , ranking function 

Output: Uncertainty estimates 

1. If this point belongs to the AID area: 

Vazhentsev et al. Hybrid Uncertainty Quantification for Selective Text Classification in Ambiguous Tasks. Findings of ACL 2023.
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Hybrid Uncertainty Quantification (HUQ)

ID set:

AID instances:

Decision boundary

Input: Validation dataset                     , hyper-parameters                , inference point    , ranking function 

Output: Uncertainty estimates 

1. If this point belongs to the AID area: 

2. If this point belongs to the ID area, but not to AID:

Vazhentsev et al. Hybrid Uncertainty Quantification for Selective Text Classification in Ambiguous Tasks. Findings of ACL 2023.
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Hybrid Uncertainty Quantification (HUQ)

ID set:

AID instances:

Out-of-distribution 
(OOD) instancesDecision boundary

Input: Validation dataset                     , hyper-parameters                , inference point    , ranking function 

Output: Uncertainty estimates 

1. If this point belongs to the AID area: 

2. If this point belongs to the ID area, but not to AID: 

3. Otherwise:

Vazhentsev et al. Hybrid Uncertainty Quantification for Selective Text Classification in Ambiguous Tasks. Findings of ACL 2023.
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Experimental Setup

Models: ELECTRA, BERT 

Metrics: AUC-RC↓ (area under the risk coverage curve) 

Datasets: 

Paradetox, ToxiGen, Jigsaw, Twitter, ImplicitHate (Toxicity Detection) 

SST-5, Amazon (Sentiment Analysis) 

20 News Groups
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Toy Example

HUQ correctly identifies both regions with untrustworthy predictions: the area away from the training data 
distribution and the area around the model decision boundary.
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Results

Hybrid uncertainty quantification methods are usually the best or the second best after Ensemble. HUQ 
outperforms this baseline on Paradetox and SST-5.

HUQ-DDU
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Results: Medical Diagnostics Application

HUQ-2 and HUQ are consistently the best or the second best after MC dropout. While MC performs poorly on 
MIMIC-IV, HUQ-2 significantly outperforms all other methods

Mortality prediction OV medical code prediction MIMIC-IV medical code 
prediction
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Uncertainty as a Universal Hallucination Detector

Existing truthfulness assessment methods rely on 
external knowledge or large model ensembles, leading 
to high computational costs and limited applicability.
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Uncertainty as a Universal Hallucination Detector

Existing truthfulness assessment methods rely on 
external knowledge or large model ensembles, leading 
to high computational costs and limited applicability.

Uncertainty quantification (UQ) offers a promising 
alternative, but it faces significant challenges in text 
generation.
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Reliability task: Selective generation

Goal: Deliver answers only when the LLM is confident.

Selective rule:

output = ቊ
answer, 𝑼 𝒙, 𝒚 < 𝝉

“I don’t know”, 𝑼 𝒙, 𝒚 ≥ 𝝉

By rejecting uncertain answers, we increase 
performance for remaining answers.
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Reliability task: Claim-level hallucination detection

If 𝑈 𝑥, 𝑦, 𝑐 ≥ 𝜏, highlight claim 𝑐 ∈ C(𝑦) of LLM as potentially erroneous
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Uncertainty Quantification Methods for LLMs

Unsupervised methods: extract information from 
logits of LLM or multiple generations, ask LLM about 
its confidence.

Weaknesses: limited effectiveness and 
computationally expensive.

Vashurin et al. Benchmarking Uncertainty Quantification Methods for Large Language Models with LM-Polygraph. TACL 2025.
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Information-based Methods

For a given: 

𝒙 - input sequence (prompt)

𝜽 - model parameters 

We can compute: 

Probability of the generated sequence: 

Maximum Sequence Probability (MSP):

Perplexity or Normalized Sequence Probability (NSP):

Fomicheva et al. Unsupervised quality estimation for neural machine translation. TACL 2020.
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Sampling-based Methods

For a given: 

𝑥 - input sequence (prompt)

Θ - model parameters 

We can generate:

𝑦1, 𝑦2, … , 𝑦𝑁 - N sequences generated via sampling or beam search

Uncertainty score: quantifying consistency across multiple generations
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Sampling-based Methods

Construct a matrix 𝑆 representing similarities between responses based on some semantic or lexical similarity 
measure, e.g. NLI entailment score or ROUGE
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Lexical Similarity

Lexical Similarity: compare samples via lexical metrics, e.g., ROUGE or BLUE

Uncertainty is the average lexical similarity between the generated answers

Fomicheva et al. Unsupervised quality estimation for neural machine translation. TACL 2020.
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Graph-based Uncertainty Measures

Sampled sequences are nodes, pairwise similarities are edges 

Then similarity matrix 𝑆 becomes an adjacency matrix of the graph

Degree matrix:                  ,  Normalized Graph Laplacian:                                       

Compute uncertainty by analyzing the graph connectivity:

1. Degree Matrix :

2. Sum of Eigenvalues of the Graph Laplacian:

Lin et al. Generating with Confidence: Uncertainty Quantification for Black-box Large Language Model. TMLR 2024.
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Monte-Carlo Sequence Entropy

Monte Carlo approximation of sequence entropy with N samples:

To ensure balanced contributions to the overall uncertainty from sequences of different lengths, we can 
employ a length-normalized version:

Malinin & Gales. Uncertainty Estimation in Autoregressive Structured Prediction. ICLR 2021.
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Semantic Entropy

Problem of MCSE: semantic equivalence of different answers

Idea: Group the answers into clusters based on their meaning                                       , and calculate the entropy 
over semantic clusters:

Kuhn et al. Semantic Uncertainty: Linguistic Invariances for Uncertainty Estimation in Natural Language Generation. ICLR 2023.
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CoCoA: Bridging Confidence and Consistency

A more flexible approach to confidence estimation can be achieved by combining various information-
theoretic confidence measures with consistency analysis.

CoCoA proposes a multiplicative form of this combination:

𝐶𝑖𝑛𝑓 can be any information-theoretic confidence estimate, such as sequence probability, perplexity, mean 

token entropy etc., while 𝐶𝑐𝑜𝑛𝑠 is defined as:

Vashurin et al. Uncertainty Quantification for LLMs through Minimum Bayes Risk: Bridging Confidence and Consistency. NeurIPS 2025.
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Reflexive

Black-box:

Relies on the ability of the LLM to assess its own 
uncertainty

Tian et al. Just Ask for Calibration: Strategies for Eliciting Calibrated Confidence Scores from Language Models Fine-Tuned with Human Feedback. EMNLP 2023.
Kadavath et al. Language Models (Mostly) Know What They Know. 2022

White-box:

Resulting confidence is based on the probability of 
the token encoding “True”:

𝑈𝑃𝑇𝑟𝑢𝑒 𝑦 = 1 − 𝑃 “𝑇𝑟𝑢𝑒” 𝒙, 𝒚)
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Identifying Hallucination-Associated Patterns in Attention Maps

Idea: identify patterns in attention maps that reveal hallucinations.

Question: What is King Henry holding in the Portrait of Henry VII?

Correct Answer: gloves and dagger.

LLM Answer (Llama-3.1 8b): King Henry is holding a falcon in the Portrait of Henry VII.
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Identifying Hallucination-Associated Patterns in Attention Maps

Most attention heads show low weights

The 25th head: high attention for correct tokens, low for the hallucinated token
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Recurrent Attention-based Uncertainty Quantification: RAUQ

1. Select the most informative attention head per layer:

Vazhentsev et al. Uncertainty-Aware Attention Heads: Efficient Unsupervised Uncertainty Quantification for LLMs. 2025.
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Recurrent Attention-based Uncertainty Quantification: RAUQ

1. Select the most informative attention head per layer:

2. Compute token-level layer-wise recurrent confidence score:

Vazhentsev et al. Uncertainty-Aware Attention Heads: Efficient Unsupervised Uncertainty Quantification for LLMs. 2025.
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Recurrent Attention-based Uncertainty Quantification: RAUQ

1. Select the most informative attention head per layer:

2. Compute token-level layer-wise recurrent confidence score:

3. Aggregate the token-level layer-wise uncertainty scores to the final score:

Vazhentsev et al. Uncertainty-Aware Attention Heads: Efficient Unsupervised Uncertainty Quantification for LLMs. 2025.
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Experimental Setup

Task: sequence-level selective generation

Datasets:

QA with short free-form answers: SciQ, CoQA, TriviaQA, MMLU

QA with long free-form answers: MedQUAD, TruthfulQA, GSM8k

Translation: WMT14 Fr-En, WMT19 De-En

Summarization: XSum, SamSum, CNN/DailyMail

LLMs: Llama-3.1 8b, Gemma-2 9b, Qwen-2.5 7b, Falcon-3 10B

Metric: PRR (50% max rejection)
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Vashurin et al. Benchmarking Uncertainty Quantification Methods for Large Language Models with LM-Polygraph. TACL 2025.
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Results

RAUQ consistently outperforms prior methods with minimal compute overhead (<1%)

Best overall robustness across models, tasks, and domains
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Uncertainty Quantification Methods for LLMs

Supervised methods: train a lightweight classifier on 
the information from the internal layers of LLMs to 
predict hallucinations.

Weaknesses: overfit to a particular domain and require 
annotated training data.

                 

             

 
 
 
  
  
  
 
  
 
 
  
 

             

        

         

              

     

Azaria & Mitchell. The Internal State of an LLM Knows When It’s Lying. EMNLP Findings 2023.
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Statement accuracy prediction based on language model activations: 
SAPLMA

Idea: train on decoder layer activations to predict when LLM is uncertain.

Azaria & Mitchell. The Internal State of an LLM Knows When It’s Lying. EMNLP Findings 2023.
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Supervised average token-level relative Mahalanobis distance

Idea: aggregate token-level Mahalanobis distances to the cluster of “good” answers across all layers.

Vazhentsev et al. Token-Level Density-Based Uncertainty Quantification Methods for Eliciting Truthfulness of Large Language Models. NAACL 2025.
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Uncertainty Quantification Methods for LLMs

Supervised methods: train a lightweight classifier on 
the information from the internal layers of LLMs to 
predict hallucinations.

Weaknesses: overfit to a particular domain and require 
annotated training data.

Attention-based supervised methods emerge as the 
most effective approach.

Vazhentsev et al. Unconditional Truthfulness: Learning Unconditional Uncertainty of Large Language Models. EMNLP 2025.
Chuang et al. Lookback Lens: Detecting and Mitigating Contextual Hallucinations in Large Language Models Using Only Attention Maps. EMNLP 2024.
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Conditional Dependency of Generation Steps

Problem: LLMs provide the conditional probability distribution, assuming all previous tokens are correct.
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Conditional Dependency of Generation Steps

Problem: LLMs provide the conditional probability distribution, assuming all previous tokens are correct.

We need the probability that does not depend on previously generated tokens:

Toy simplification (1-step dependency): assume                                   and LLM generates only tokens that are true 
(“T”) or false (“F”).
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Trainable Attention-based Dependency (TAD)

Idea: attention implicitly encodes recurrent conditional dependency between generation steps, which we can learn.

Estimation of the unconditional 
confidence for the i-th token

Linear regression LLM token probability
Predicted confidence 
of the previous 
tokens

Features derived 
from attention 
weights

Vazhentsev et al. Unconditional Truthfulness: Learning Unconditional Uncertainty of Large Language Models. EMNLP 2025.
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TAD: Inference Scheme

TAD leverages the uncertainty from the previous step using a trainable model based on attention, resulting in a 
high overall uncertainty in the generated answer.
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Experimental Setup

Models: Llama-3.1 8b, Gemma-2 9b, Qwen-2.5 7b

Metrics: Prediction Rejection Ratio (PPR) ↑

Datasets: 

QA with short free-form answers (SciQ, CoQA, TriviaQA, MMLU) 

QA with long free-form answers (MedQUAD, TruthfulQA, GSM8k) 

ATS (XSum, SamSum, CNN/DailyMail)

MT (WMT19 De-En)

UQ Baselines: 

Information-based methods (MSP, Perplexity, CCP) 

Sampling-based methods (black-box methods, LexSim, Semantic Entropy, SAR) 

Supervised methods (Factoscope, SAPLMA, Sheeps)
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Results: In-Domain Performance

TAD significantly outperforms other supervised and unsupervised methods across various tasks and models.
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Results: Out-of-Domain Performance

Supervised methods suffer a significant performance drop on out-of-domain data.

TAD is the best-performing method on out-of-domain QA datasets.
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Conclusions

The key findings demonstrate the significant potential of UQ methods to enhance the model’s 
predictions in every NLP task: 

Uncertainty quantification is a crucial component of ML-based systems.

For practical purposes in classification tasks, consider density-based UQ methods like DDU, 
MD, RDE, etc.

For ambiguous datasets, consider using hybrid uncertainty quantification, e.g. DDU + Entropy. 

For LLMs, supervised methods achieve state-of-the-art results for in-domain but experience a 
significant drop in performance when applied to out-of-domain. 

Attention matrices provide valuable information into the truthfulness of generations. 

Not all methods are applicable for claim-level UQ.

QR-код
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